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a  b  s  t  r  a  c  t

Agent-based  simulations  are  increasingly  popular  in  exploring  and  understanding  cellular  systems,  but
the  natural  complexity  of  these  systems  and the desire  to grasp  different  modelling  levels  demand  cost-
effective  simulation  strategies  and tools.

In  this  context,  the present  paper  introduces  novel  sequential  and  distributed  approaches  for  the  three-
dimensional  agent-based  simulation  of individual  molecules  in cellular  events.  These  approaches  are  able
to describe  the dimensions  and  position  of  the  molecules  with  high  accuracy  and thus,  study  the  critical
effect  of  spatial  distribution  on  cellular  events.  Moreover,  two of  the  approaches  allow  multi-thread
high  performance  simulations,  distributing  the three-dimensional  model  in a platform  independent  and
computationally  efficient  way.

Evaluation  addressed  the  reproduction  of  molecular  scenarios  and  different  scalability  aspects  of  agent
creation  and  agent  interaction.  The  three  approaches  simulate  common  biophysical  and  biochemical
laws  faithfully.  The  distributed  approaches  show  improved  performance  when  dealing  with large  agent

populations  while  the  sequential  approach  is better  suited  for small  to medium  size agent  populations.

Overall, the  main  new  contribution  of  the approaches  is the  ability  to simulate  three-dimensional
agent-based  models  at the  molecular  level  with  reduced  implementation  effort  and  moderate-level  com-
putational capacity.  Since  these  approaches  have  a generic  design,  they  have  the  major  potential  of  being
used  in any  event-driven  agent-based  tool.

© 2016  Elsevier  Inc.  All  rights  reserved.
. Introduction and motivation

New advances in super-resolution and super-localisation tech-
iques have allowed experimental molecular biophysics and
iochemistry to go beyond ensemble measurements and obtain
ata at the single molecule level [4,15]. Such experiments are able
o track down key motions, reactions, and interactions of individual

olecules with high temporal and spatial resolution. However, the
cquisition of such data is very time-consuming, partially because
he techniques are not yet advanced enough to allow the simulta-
eous observation of a wide range of molecule types [26,30].
An alternative to the use of experimental techniques is to assem-
le molecular models in silico and to use simulation techniques
o explore their behaviour. Such computational models have the
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potential to elucidate structure and auto-organisation between
molecules as well as complex molecular interplay that are diffi-
cult to observe in vivo or in vitro. In this context, the challenge
presented to computational methodologies is to embrace the nat-
ural complexity of cellular systems as faithfully as possible [51]. A
realistic model, depending on the cellular system at hand and the
questions to be asked, should cope with spatial and temporal scales
of various orders of magnitude and different levels of modelling
detail. Biologically relevant time scales range from nanoseconds to
microseconds for the internal dynamics of individual molecules;
cellular dimensions are between 300 nm for the smallest bacte-
rial cells and 100 �m for large eukaryotic cells; and, the atomistic
structural description of molecules requires spatial resolution in
the nanometre range [14]. Moreover, it is important to model the
molecules and the environment as volumes in order to have full
awareness of the spatial location of the molecules, and the impli-

cations over biophysics (e.g. collisions) and biochemical rules (e.g.
reaction radius) [33].

So, although it is conceivable to model cellular processes
at single molecule level, such fine grain simulation demands
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onsiderable computing power. In this context, general purpose
raphical Processing Unit (GPU) technology and multi-core CPU
rocessors are being used to parallelise biomolecular simulations
20,21,23,40]. However, such frameworks do not yet support three-
imensional modelling and are not meant to be deployed in general
iological research settings, specifically in research centres or labs
hat do not have access to high performance computing clusters,
arallel architectures and GPU hardware, nor have the technical
xpertise to write efficient software for these environments. So,
t is often the case that computational biologists resort to coarser
esolution approaches to simulate large biological systems [41,43].
oarser models keep a reduced and essential number of degrees
f freedom and interactions, which decreases the computational
equirements of the simulation and allows the execution of simu-
ations in computers with moderate computational capacity. Still,
his reduction can go so far and, in practice, single cell coarse mod-
ls also demand the implementation of simulation optimisation
lgorithms.

In this context, this work aims to contribute to the simulation of
ndividual molecules in cellular events in two ways: to enable the
ealistic simulation of the spatial location, diffusion and interac-
ion of molecules in three-dimensional, continuous environments;
nd, to improve the generic template of agent-based approaches
o that the computational costs of such realistic simulations are
ffordable. Most notably, the aim is to enable realistic simulation in
omputers with a moderate-level computational capacity, i.e. com-
uters broadly available in biological labs and that do not required
dvanced programming skills. Hence, our work proposes solutions
hat may  be applied to virtually any model at the molecular level
nd may  be used in any event-driven agent-based tool.

The next sections describe the capabilities of existing ABM soft-
are for biomolecular simulation, the solutions devised for scalable

hree-dimensional single molecule simulation, and the analysis of
erformance results for the proposed approaches.

. Related work: existing approaches for biomolecular
odelling and simulation

Agent-based models (ABM) are a well-known and favoured
odelling strategy for biomolecular systems [7]. Generically, these
odels are composed by a population of heterogeneous agents,
hich represent the molecules under study, including their shape,

ize and interaction logic. Biomolecular events unfold on an explicit
nd specific environment (e.g. representing the cytoplasmic envi-
onment) where agents act autonomously, executing some sort
f itinerary (e.g. molecular diffusion). Each agent class is imple-
ented to represent the features and behavioural responses of a

pecific type of molecules (e.g. enzymes and metabolites). Agents
nteract with one another following common biochemical and bio-
hysical assumptions (e.g. enzymatic kinetics), and their behaviour
ay  adapt depending on the perceived situation, and most notably

he influence of the immediate surroundings (e.g. abundance of
ubstrate).

.1. ABM for biomolecular modelling

Individual particle or agent-based modelling is one of the cur-
ent favoured alternatives for biomolecular representation, as it is
aturally suited to describe single molecule behaviour and help
nderstanding phenotypic heterogeneity and cell-to-cell variabil-

ty.

Among the earliest biomolecular models one may  find Cel-

ulat, an agent-based intracellular signalling model [18], and
pitheliome, which represents the growth and repair charac-
eristics of epithelial cell populations [49]. Today, the range of
raphics and Modelling 68 (2016) 68–77 69

agent-based model applications is quite broad. For example,
these models have been used to represent the Ras–MAPK [17]
and NF-kB [38] intracellular signalling pathways, Escherichia coli
cytoplasm dynamics [30], bacterial phenotypic switching [46],
epithelial host-pathogen interactions [45], cancer systems biology
[29], development of restenosis in blood vessels [12], autophagy
dynamics and sub-mitochondrial heterogeneity [8], intracellular
phosphorus heterogeneity in cultured phytoplankton [16], oxygen
metabolism in aerobic-anaerobic respiration [5], and the design of
cellulase systems [3].

A deep description of general agent-based modelling
approaches and common “recipes” used in biomolecular modelling
are out of the scope of this work. We  recommend reading the fol-
lowing state-of-the-art reviews for gaining further understanding
about the general aspects of ABM and computational social science
[7,10], the use of ABM to model biological complexity across
biological scales [1,22], the construction of biological ABM under
the Systems Biology perspective [31,34] and existing models of
biomolecules in cellular environments [14].

2.2. Software platforms for ABM simulation

Commonly, ABM software follows the framework and library
paradigm, i.e. a framework that provides a set of standard concepts
for designing and describing ABMs, and a software library imple-
menting the framework and providing simulation tools. Swarm was
one of the first ABM software [19]. It was written in Objective-C
and served as inspiration to most of the more recent software. The
well-known Recursive Porous Agent Simulation Toolkit (Repast)
started as a Java implementation of Swarm, but evolved on its
own [35]. The project has released several software toolkits and
development environments (in Java, Python and NET) and recently
Repast has been superseded by a significant development named
Repast Simphony, or Repast-S [36]. The Multi-Agent Simulation of
Neighbourhoods (MASON) is another prominent toolkit, which was
designed as a smaller and faster alternative to Repast, focused on
computationally demanding models with many agents executed
over many iterations [27].

Alternative development exists and NetLogo, from the Logo
family of platforms, is one of the best representatives [44]. Here,
the purpose is mainly educational, more specifically to provide
a high-level platform that allows non-skilled users to build and
learn from simple ABMs. Nevertheless, the platform now contains
many sophisticated capabilities (behaviours, agent lists, graphical
interfaces, etc.) and it has been used in biomedical applications.

Throughout the years, several studies have analysed and com-
pared the evolution of these platforms in terms of conceptual basis,
programming experience, execution speed, development priori-
ties, and ease of use, i.e. the intricacy of implementing ABMs with
them [25,28,39,47]. NetLogo stands out for models that are com-
patible with its paradigm of short-term, local interaction of agents
and a grid environment and are not extremely complex. Java Swarm
is outperformed by more recent, alternative Java platforms. Over-
all, although current multi-agent platforms demonstrate ability for
modelling and understanding phenomena of increasing complex-
ity, new releases and new platforms keep emerging. So, it is not
straightforward to choose a platform, in particular to those looking
to develop domain-specific software. This decision is usually left to
survey articles, past domain application experiences and platform
publicity.

2.3. Biomolecular-specific agent-based simulation
In the case of biomolecular simulation, one may  observe that
usually development does not rely on general ABM platforms. Well-
established biomolecular simulators such as ReaDDy [42], Smoldyn
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ig. 1. Example of collision between two different molecules: enzyme (A) and subst
2B represent the final corresponding counterparts. � is the angle between the norm

2], Klann’s simulator [24], and the Cellular Dynamic Simulator [6]
resent specialised particle-based designs for three-dimensional
ontinuous simulation.

Arguably, the greatest impediment to a broader use of ABM
rameworks in biomolecular simulation is the complexity of the
cenarios to be simulated, which involve a large number of hetero-
eneous agents interacting on the basis of numerous biophysics
nd biochemical assumptions, and demand skilled and cost-
ffective programming. Recently, different reviews have discussed
nd compared available biomolecular simulators [13,22,43]. The
omputational costs associated to the simulation of increasingly
omplex models are critical to current development. Researchers
im to simulate more realistic scenarios, more specifically three-
imensional and continuous cellular environments that include a

arge number of molecules of different form and size.
Many existing biological specific simulators still operate on

wo-dimensional grid-based environments and with point-like
articles, and the ones that already support more realistic fea-
ures present a proprietary architecture, which requires specialised
i.e. highly architecture dependent) computational optimisation or
xtension efforts. In turn, most of the current ABM frameworks
such as FLAME, REPAST or MASON) can operate in three dimen-
ional environments and have the flexibility to implement high
erformance computing strategies. Some of these frameworks offer
istributed solutions over a cluster of computers (such as REPAST
PC [9] and D-MASON [11]) or GPU-based (such as FLAME GPU

40]) that allow for more computational power to run complex
odels.

In the present work the goal was to propose computing
pproaches that could support realistic biomolecular simulations in
eneral-purpose computers, i.e. computers with a moderate-level
omputational capacity. Our programming efforts were focused
n implementing three-dimensional continuous environments and
nhancing performance to enable realistic simulation in a non-
pecialised way. Therefore, we did not consider any frameworks
hat took advantage of clusters or GPU technology. Likewise, gen-
ral purpose frameworks were preferred over specific simulators as

eans to ensure that the approaches could be used by a larger scope

f users and applications. Finally, we decided to use MASON over
ther frameworks based on the number of users that cite the use of
his framework in their scientific publications (according to Google
B). V1A and V1B stand for the initial velocity vectors of each molecule whilst V2A and
d the actual velocity vector of each agent.

Scholar). However, our approaches are not MASON-dependent.
MASON is used here with the intent of showing that our approaches
are able to improve simulation performance without modifying the
data structures and algorithms existing in general purpose frame-
works. Therefore, our approaches hold the potential of being used
in eventually any event-driven simulator.

3. High performance approaches for three-dimensional
agent-based biomolecular simulation

Generally, a three-dimensional model simulated at the molecu-
lar level should describe: the volume, shape, localisation, direction
vector and speed of each molecule; the rules of interaction between
molecules; and, the volume of the environment (e.g. the cytoplasm,
a growth volume, or the cell).

Therefore, the implementation of our biomolecular model in
MASON entailed the definition of common biophysics and bio-
chemical laws and assumptions. More specifically, our model
accounts for molecular diffusion [48] and collision resolution
(illustrated in Fig. 1) as basics means to guarantee that agent move-
ment complies with the Brownian motion of molecules. Also, the
behaviour logic of our model is consistent with well-known molec-
ular interactions [32,37].

For example, the behavioural rules describing an enzymatic
reaction establish that the agent representing the enzyme E should
bind to the agent representing the substrate S, whenever S is in
the vicinity of E (i.e. within the enzyme radius). As represented in
Expression (1), this binding leads to a catalytic event and, as a result,
the agent S will die and a new agent representing the product P will
be created.

Binding
E + S↔E

Catalysis

S→E + P (1)

The binding and catalysis events are modelled by two  param-
eters: Km, which defines the affinity of the enzyme towards the
substrate and kcat, which quantifies the probability of occurrence
of a successful collision between the enzyme and substrate [50].
In this context, MASON offered an appropriate baseline, single-
threaded approach for the simulation of our biomolecular model
(introduced in Section 3.1). From this starting point, we then
developed two high performance alternatives: a parallel approach
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Fig. 2. Single-thread ABM simulation using MASON.

introduced in Section 3.2) and a partitioned approach (introduced
n Section 3.3).

.1. Single-thread MASON approach

Typically, MASON operates in single-thread mode, i.e. its sched-
ler keeps track of all the agents in the model and ensures their
equential execution. Therefore, if the model requires the simula-
ion of 10,000 molecules of substrate, the scheduler manages a list
ormed by 10,000 agents to be executed one by one (see Fig. 2).

Simulation starts by iteratively positioning all the agents. The
pecific location of each agent can be defined by the user or be
andomly calculated by MASON, but in any case the position has
o be validated (check if the position is vacant) and, if necessary,
t has to be re-calculated until a valid position is obtained. This

peration is repeated until all the agents are correctly positioned
r the environment is crowded.

At each simulation time step, and in a sequential manner, every
gent looks for its immediate neighbours in the list of total agents

Fig. 3. Parallel ABM alternative to carry out

Fig. 4. Code snippet showing the list of actions that each thread s
raphics and Modelling 68 (2016) 68–77 71

(in this case, those agents which are within twice the agent’s radius
range) and checks if any of its rules (encoding its behaviour) may be
applied, triggering the execution of an event. Our model supports
three different types of events: (i) reactions, which include bind,
elimination and creation of new agents; (ii) rebound, which implies
a change in the direction of those agents involved in a collision;
and (iii)  movement,  which is the default action carried out by the
agent if none of the previous events can be applied and the new
estimated position is vacant.

This elementary operation mode suffers from an obvious per-
formance problem on large agent populations. Performance will be
affected by the need to evaluate the logic of each agent (i.e. associ-
ated behavioural rules and molecular diffusion) at each simulation
step.

3.2. Parallel approach

An alternative to single-thread simulation is multi-thread
execution based on the creation and management of a shared pop-
ulation of agents. That is, several threads iterate the list of agents
and thus multiple agents may  execute their associated logic simul-
taneously.

As illustrated in Fig. 3, and in contrast to MASON single-
thread operation, our parallel approach introduces two important
changes: (i) it introduces only one agent in the MASON sched-
uler, the controller, which, at simulation start, creates the different
threads that will handle the population of agents; (ii) it uses an opti-
mised data structure to look for neighbours during an agent step.
This structure is a map  that stores the agents by their position in one
of the three axes (x, by default). Thanks to this, it is only necessary to

iterate the agents that are far away from the centre ± radius instead
of iterating the complete list of agents. The number of threads can
be defined by the user, but a good initial approximation is using as
least as many threads as cores are available in the host machine.

 biomolecular simulations in MASON.

hould execute during a time step in the parallel approach.
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Fig. 5. Theoretical example of possible synchronization situations handled by the
parallel approach. Scenario involves 5 different agents and two consecutive time
2 G. Pérez-Rodríguez et al. / Journal of Mole

At simulation time steps, the controller is responsible for man-
ging the shared list of agents and ensuring a valid execution
f the agents by the threads. Thread execution follows a two-
tep algorithm (see pseudocode in Fig. 4). In the first step, the
hread picks one agent from the shared list to be executed (line
). More specifically, the agent calculates its potential next move-
ent based on its diffusion rate and direction of movement (line

). Moreover, it checks if any of its behavioural rules may  be
pplied and, if so, a new event is executed (line 4). As explained
n the single-thread approach, one of three possible events can
ake place: (i) an enzymatic reaction, i.e. an enzyme agent and
he corresponding substrate agent are within a reactive vicinity,
o the two agents bind and, as a result, the substrate is consumed
nd a new product agent is created; (ii) a collision is detected and
he agent bounces, i.e. recalculates its direction of movement; or,
iii) the previously estimated position is vacant and none of the
revious events has occurred. If a reaction takes place, the new
gents (i.e. product agent and free enzyme agent) will be created
n the position of the biggest input agent. If a rebound occurs, the
gent only changes direction, but it does not move. Finally, if the
nly option is to move and the estimated position is vacant, the
ext event of the agent will be to move. However, movements
ave to be synchronised, i.e. an agent cannot move while other
gents are still determining their new position or evaluating their
ehavioural rules (all agents are entitled to only one event per time
tep).

In this regard, the function of the barrier is to synchronize all
he agents in the simulation (line 6). Afterwards, in the second step
f thread execution, agents will execute the pending movements
lines 8–10).

Thread synchronisation is critical in this approach because two
hreads cannot access the same agent simultaneously. To prevent
his situation, our approach implements agent locks and a com-
lementary maximum priority thread to aid in conflict resolution.
very time a thread picks an agent from the shared list of agents, the
gent is locked. While executing the logic of the agent, more specif-
cally looking into the agent’s neighbourhood, the thread may  try to
ccess an agent locked by another thread (information retrieved by
onsulting the state of the agents). That is, the thread will dispute

 resource that is busy. If this thread tie is not broken in a limited
preconfigured) number of attempts, the first thread reaching the
hreshold will unlock its current agent (re-inserted in the shared list
f agents) and pick another agent from the shared list. The other
hread may  then lock the agent and complete the desired actions. In
he situation that the two threads reach the threshold at the same
ime, both agents will be released without having performed any
ction. The maximum priority thread will pick these agents and
uarantee that they will be executed.

Fig. 5 introduces an illustrative example of thread synchronisa-
ion. At instant t (left side panel), thread 1 locks agent 1 (in yellow)
hile thread 2 locks agent 2 (in orange). When agent 1 inspects

ts neighbourhood (looking into the shared list of agents) it detects
hat agent 2 is inside its area of influence (big yellow dotted circle),
nd same happens when agent 2 looks into its neighbourhood. So,
he two threads will dispute both agents. In our example, the tie is
esolved by thread 2 releasing agent 2 and picking up another agent
rom the shared list of agents (agent 3 in blue). A similar situation
an be observed for agents 4 and 5 (in red and green, respectively).

At instant t + 1 (right side panel), we can observe how all
olecules have executed their actions successfully: movement

agents 1, 2 and 3) and rebound (agents 4 and 5). In the next time
tep (not shown), agent 3 and its closest neighbour (in grey) are

oing to collide and the grey agents at the top right of the figure
re going to bounce off the boundary of the simulation environ-
ent.
steps. (For interpretation of the references to colour in the text, the reader is referred
to  the web version of this article.)

3.3. Spatial partitioning approach

With the particular goal of optimising, even more, the repetitive
calculation of agent neighbours in simulations with large popula-
tions of agents, we  have designed a spatial partitioning approach.
This approach divides the three-dimensional continuous simula-
tion environment into smaller, partially autonomous subspaces
(partitions).

Similarly to the parallel approach, our partitioning approach
introduces only one agent in the MASON scheduler: the controller
(see Fig. 6). At simulation start, this agent creates the environ-
ment partitions, each to be executed by a different thread. In this
approach we maintain the same optimised data structure to check
neighbours. However, each partition manages its own  map  with
the corresponding subset agents, which decreases the number of
iterations. The number of partitions can be specified by the user,
but a good initial approximation is to consider as many partitions
as cores are available in the host machine. Noteworthy, the number
of partitions is tightly bound to population distribution, i.e. a higher
number of partitions will increase the performance when the num-
ber of agents per partition is balanced. However, situations where
the distribution of agents is unbalanced can be further solved by
implementing a load balance strategy for this approach (e.g., resiz-
ing the partitions dynamically depending on the number of agents
in each partition).

As described by the pseudocode in Fig. 7, each partition has
its own population of agents and can execute the logic associ-
ated to these agents in a semi-autonomous way. Exception being
the agents located in fringe (boundary) regions (called transition
agents), which need to check for neighbours in contiguous parti-
tions and therefore, require synchronisation among partitions. So,
each agent in the partition will estimate its new possible position,
if it is in a fringe region the agent is inserted in the transition agent
list, otherwise the agent may  evaluate its behavioural rules (lines
3–8).

The barrier is used to ensure that all agents have executed an
event or determined their next position before allowing further
movement (lines 10 and 16). Similarly to the parallel approach,
the synchronised execution of the agents in the transition list is
ensured by a maximum priority thread (lines 12–14). As such, the
algorithm prevents new conflicts when resolving the state of tran-
sitioning agents (e.g. when the maximum priority thread looks for
neighbours across partitions), because all non-transitioning agents
are idle (in the barrier). Afterwards, agents will execute the pending

movements (lines 18–20).

Fig. 8 exemplifies different scenarios of agent transitions in four
partitions, each one managed by a different thread (i.e. T1, T2, T3
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Fig. 6. Spatial partitioning ABM approach to carry out biomolecular simulations in MASON.

Fig. 7. Code snippet showing the list of actions that each thread should
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ig. 8. Theoretical example of the functioning of four partitions, containing several
gents, in two  consecutive timesteps.
nd T4). At instant t (left side panel), all partitions can calculate
he events to be executed (i.e. reaction, rebound or movement) for

able 1
escription of the biomolecular model used as case study.

Molecule Weight (Da) Radius (nm) Diffusion (�m2/s

Enzyme 22500 2.62 125 

Substract 158.11 0.93 353 

Product  158.11 0.93 353 
 execute during a time step in the spatial partitioning approach.

the grey agents inside their subspaces, because they are not in the
boundary region (dotter light grey line). However, in the subspaces
of partition 1 and partition 2 there are agents in the boundary region
(agent 1 in yellow for partition 1 and agents 2 and 3 in orange and
blue, respectively, for partition 2). As explained before, all these
transition agents will be handled by the maximum priority thread
whereas the grey agents will be executed autonomously, within
the scope of the corresponding partition.

At instant t + 1 (right side panel), one can observe that agents
have executed their associated events (movement) and, most
notably, some of the transition agents have crossed from one par-
tition to another. Agent 1 (in yellow) remains in a boundary region
and thus, needs to check again its neighbours in partition 1 and 3.
In turn, two grey agents are going to bounce off the upper and right
boundaries of their subspaces (in the second and fourth partitions,
respectively).
Although this spatial partitioning approach introduces the need
to synchronize adjacent partitions to account for events in the
boundary regions, this synchronization is less expensive than

) Concentration (mM)  Km (mM) Kcat (s−1)

1.22 × 10−2 0.1449 1.39 × 106

6.09 × 10−2 to 2.44 × 101 – –
– – –
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Fig. 9. Data obtained from the execution of the biomolecular model describing
the enzymatic activity of 2-hydroxymuconate tautomerase. (A) Snapshot of the
4 G. Pérez-Rodríguez et al. / Journal of Mole

he synchronisation necessary in the parallel approach. There is
o need to maintain a lock in every agent due to the partially
utonomous nature of each partition. Every partition has its own
ist of agents managed by its own thread. The maximum priority
ynchronisation thread only deals with the transition agents, as
xplained before.

. Results and discussion

The simulation of the enzymatic activity of 2-hydroxymuconate
automerase (EC 5.3.2.6) was used to compare the proposed
pproaches. The three-dimensional continuous environment was
imensioned for a volume of 0.48 �m3. Table 1 details molecule
haracteristics, namely dimensions (i.e. molecular weight and
adius), rate of movement (molecular diffusion) and number
concentration). The enzyme is also characterised by the kinetic
arameters Km and kcat. Further details on this enzyme and its
ctivity can be found at BRENDA enzyme database Chang et al.,
014.

Considering different initial concentrations of substrate, it is
ossible to determine whether the rate of product generated in
he simulations is consistent with the theoretical, to be expected
alues. Fig. 9 presents a snapshot of these simulations and two
omplementary plots comparing in silico and theoretical results.
he snapshot in Fig. 9a illustrates the population of enzymes (yel-

ow coloured spheres), substrates (green coloured spheres) and
roducts (orange coloured spheres) at a given time step. The plot

n Fig. 9b represents the Michaelis-Menten saturation curves for
he theoretical results and the in silico results. For the parallel
nd partitioned approaches we computed 20 independent runs
ith the corresponding average and deviation represented by box-

nd-whisker plots. Complementarily, the plot in Fig. 9c shows
he Lineweaver and Burk linear transformations of the saturation
urves and the corresponding trend lines based on linear regres-
ion.

From a biological point of view, the evaluation procedure
nvolved revising the model and the rules guiding the behaviour
f the simulation till the predicted data were in the same order of
agnitude of the values of Michaelis-Menten parameters (Fig. 9).

 smaller deviation could still be achieved by fine tuning the reac-
ion radius parameter, in an iterative fashion, but this is out of the
cope of the present work. Details on model validation can be found
n Supplementary material S1.

The next sections discuss the performance of the three proposed
pproaches considering the above described enzyme model. The
erformance of the approaches is compared in terms of the most
ritical stages in the execution of the biomolecular simulation: the
reation of agents and their repositioning in simulation steps. Addi-
ionally, we analyse the influence of the number of available threads
nd the dimensions of the environment over the performance of the
istributed approaches. Tests were performed on a computer with
n Intel CPU I7 860 @ 2.80 GHz and 8 GB of RAM DDR3 @ 1333 MHz
L9 running Windows 7 Professional 64 bits.

.1. Agent creation

At agent creation, computational costs are mainly associated
ith the calculation of a valid initial position for each agent. There-

ore, our evaluation considered a growing population of agents
from 0 to 100,000 agents) and monitored the duration of the agent
reation operation in the three simulation approaches.
As shown in Fig. 10, the sequential approach (dash dotted line)
utperforms the multithread (dashed line) and partition (solid line)
lternatives for small-medium populations of agents (in the current
etup, less than 25,000 agents). In such a situation, the sequential

simulation environment during the execution of the simulation. (B) Michaelis-
Menten saturation curves representing the average results of the runs of the three
approaches and the corresponding theoretical values. (C) Lineweaver and Burk linear
transformation of the Michaelis-Menten saturation curves.
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Fig. 10. Performance of the simulation approaches during agent creation.
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ig. 11. Performance of the simulation approaches during agent execution. The
ynchronization time in distributed approaches is also included.

chema is faster than the distributed approaches because the latter
eed additional resources to handle agent synchronisation.

However, for larger populations of agents, the average perfor-
ance achieved by the distributed approaches is better than the

erformance of the sequential approach. The reason is that in the
equential simulation, the list of agents has to be checked entry by
ntry every time a new position is calculated, i.e. the bigger the
ist of agents to be checked the more time the operation will take.
ince the distributed approaches use an optimised data structure
ased on agent positions they are available to improve this calcu-

ation. In fact, the cost of synchronising the distributed operations
s diluted by the ability to cope with position checking in a more
fficient way (i.e. inserting in a distributed way  and iterating only
he most nearest neighbours using the data structure). Notably, the
patial partitioning approach presents the best average of compu-
ation time. Further details on these experiments can be found in
upplementary material S2.

.2. Agent execution

The rationale of comparing the time taken by the different
pproaches to execute a simulation time step is to observe how
he available alternatives deal with the logic of the agents and
erform their repositioning (molecular diffusion). Therefore, our
xperiments considered a growing population of agents (from 0
o 100,000 agents) and monitored the number of simulation steps
xecuted per second (see Fig. 11).

As illustrated in Fig. 11, the performance of the sequential

pproach (dash dotted line) quickly deteriorates when dealing
ith larger populations and both the parallel (dashed line) and

patial partitioning (solid line) approaches clearly outperform its
erformance. Compared to the baseline, the parallel and spatial
Fig. 12. Performance of the proposed approaches over threads.

approaches have an average performance increment of 121% and
189%, respectively. While in the sequential approach (baseline
performance) the agents need to be positioned one by one, the dis-
tributed approaches rely on optimised position search structures
and a parallel execution of multiple agents. More specifically, the
parallel approach stores agents in a shared, sorted and position-
based map  and the spatial partitioning approach implements a
similar structure per partition (whereas considering neighbours
from other partitions for agents in border regions). Further details
on these experiments can be found in Supplementary material
S3.

4.3. Effect of number of threads over the proposed approaches

During simulation, the time spent in creating and positioning
the agents is directly dependent on the number of threads initially
configured by the user.

As Fig. 12 shows, the performance of the multi-thread and par-
titioning approaches increases when a larger number of threads
are available. In the case of the parallel alternative (dashed line),
the performance is improved because more agents can be concur-
rently executed. In the case of the spatial partitioning approach
(solid line), the performance of the simulation improves, because
the environment is divided into smaller partitions, each one run-
ning at a different thread and partially autonomous of the rest.
When only a single thread is used, the distributed approaches also
outperform the sequential approach (dash dotted line), because
the agent positioning schemes of distributed approaches are opti-
mised and enable the execution of more simulation steps per
second.

However, there is a limit to the improvement achieved by
increasing the number of threads depending on the approach to
be used. In the parallel approach, threads block the agents in use.
Consequently, more threads imply an increased delay in thread
completion, because threads will need to wait for one another to
complete actions dependent on the population rather than the indi-
vidual (e.g. agent repositioning or agent binding). In the spatial
partitioning approach, the division of the environment in very small
partitions implies that each partition will handle a limited subset of
agents and the number of transitions between partitions will likely
escalate. Therefore, the sequential execution time spent in agent
transition operations will increase.
Further details on these experiments can be found in Supple-
mentary material S4.
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Fig. 13. Performance of the proposed

.4. Effect of environment dimension over the proposed
pproaches

The definition of the environment is established based on real
easurements (e.g. the volume of a bacterial cytoplasm or the

olume of a bioreactor). Therefore, it is important to analyse the
mpact that dimensions have over the performance of the pro-
osed approaches in order to assess which one is preferable in a
iven scenario. For this purpose, we considered three-dimensional
ontinuous cubic environments of varying size.

Typically, the performance of distributed simulations is bet-
er in larger environments because the shared and partition-based
osition maps (structures of the parallel and spatial partitioning
pproaches, respectively) are able to improve the time spent in
ositioning the agents (Fig. 13). As the environment expands, the
umber of available positions on the X-axis also grows and there-

ore, agents tend to be more dispersed and there is a smaller
robability of position conflict.

Most notably, in larger environments, the simulation rate of
he distributed approaches is quite similar, because the spatial
artitioning position map  is less efficient when agents are more
ispersed in the environment (fewer operations can be handled
ithin partition). In turn, the baseline approach shows no change

n performance, because its neighbour search algorithm screens all
he agents for every single operation, regardless of the size of the
nvironment. Further details on these experiments can be found in
upplementary material S5.

. Conclusions and further work

Arguably, three-dimensional continuous simulations of the
nterplay of individual molecules are among the most demanding in
ilico simulations. The modelling of realistic cellular scenarios can
asily encompass thousands of agents and the time scale to monitor
he interplay can easily go from seconds to nanoseconds. Exist-
ng high performance individual particle approaches majorly rely
n specialised computing architectures and highly specialised pro-
ramming. Therefore, these approaches have a restricted use from
he general Life Science community. In contrast, our work explores

ess specialised strategies that may  be broadly implemented in the
omputers of Life Sciences research centre facilities. Specifically,
he main goal of our work was to devise more amicable approaches
o three-dimensional continuous molecular simulation that could
aches over environment dimensions.

be put in practice in event-driven ABM frameworks and machines
with moderate computing power.

The simulation of a simple enzymatic model was  used as basis
of validation and comparison. The three proposed approaches pro-
duced reproducible results coherent with main biophysical and
biochemical laws and enabled three-dimensional spatial analysis,
something not fully supported by existing tools. Regarding simula-
tion performance, the size of the agent population is a critical factor:
our parallel and spatial partitioning approaches showed improved
performance in large size populations whereas the sequential
approach performed better in small to medium size populations
(below 10,000 individuals).

Overall, our rationale is that if simulation is closer to the Life
Sciences community, the contributions and feedback will likely
be more active and productive. Especially, common biophysical
and biochemical assumptions taken by more traditional biolog-
ical simulation approaches may  be revised at the light of novel
experimental observations. So, providing tools that are at the reach
of most biologists is of major interest to promote a more gener-
alised execution of these simulations, helping improve the tools
while delivering new insights into key cellular processes. In this
context, the new approaches that we  present are a useful and
new contribution to high performance three-dimensional molec-
ular simulation and, hopefully, they can assist the work of a large
number of researchers.
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