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Abstract. Human beings use qualitative identifiers extensively to simplify reality and to perform 
spatial reasoning more efficiently. Organisational databases usually store geographic identifiers, 
like addresses or postcodes, which spatial component is not incorporated in the knowledge 
discovery process. This paper addresses the process of Knowledge Discovery in Spatial Databases 
through a Qualitative Spatial Reasoning approach. The aim is the improvement of the referred 
process by the adoption of qualitative identifiers like North, South, close, far, etc. in the 
classification of spatial relations that exists between the geographic entities addressed. The 
proposed approach uses a spatial reasoning strategy that integrated direction and distance spatial 
relations in the reasoning process, allowing the inference of implicit spatial relations for the 
several levels of the considered geographic hierarchies.  The integration of a geographic and a 
demographic database allowed the discovery of spatial patterns and general relationships that exist 
between the analysed spatial and non-spatial data. 

1 Introduction 

Spatial databases like geographic databases in geographic information systems usually store 
large amounts of spatial information. Queries in those systems involve the derivation of 
different spatial relations that are not explicitly stored. It is generally accepted that it’s neither 
practical nor efficient to store the substantial amount of spatial relationships that can exist in 
space (Abdelmoty and El-Geresy, 1995). Qualitative spatial reasoning has been proposed as a 
complementary mechanism for the automatic derivation of spatial relations that are not 
explicitly stored. Qualitative reasoning is based on the manipulation of qualitative identifiers 
such as close, North, etc. as opposed to quantitative information like point co-ordinates or 
distance values.  
The analysis of spatial information through the use of a qualitative approach is desirable when 
the precision of a quantitative representation (normally using co-ordinates) is not needed or 



 
when the input and output of the process is qualitative rather than quantitative (Papadias and 
Sellis, 1994). 
This paper addresses the process of Knowledge Discovery in Spatial Databases (KDSD) 
through a qualitative spatial reasoning approach. The aim is the discovery of implicit 
relationships that can exist between spatial and non-spatial data.  
Although spatial reasoning can handle relationships of several types, this work investigates 
the use of direction and distance spatial relations in the inference of new spatial knowledge 
and its subsequent use in the knowledge discovery process. The adoption of an integrated 
spatial reasoning strategy (Sharma, 1996) and geographic concept hierarchies allowed the 
inference of implicit spatial relations for the several levels of the considered hierarchies. 
The integration of a geographic database, with the administrative subdivisions of Portugal at 
the municipality and district level (characterising the territory through geographic identifiers), 
and a demographic database, enabled the discovery of spatial patterns and general 
relationships that exist between the analysed spatial and non-spatial data. 
The paper is organised as follows: Section 2 systematises different approaches in the process 
of KDSD; section 3 presents an overview of qualitative spatial relations and reasoning 
strategies. Section 4 describes the system architecture; section 5 reports the integration of the 
two databases and exhibits some of the discovered patterns. Section 6 concludes with some 
remarks and comments about future work. 

2 Approaches in Knowledge Discovery in Spatial Databases 

KDSD refers to the extraction of interesting spatial patterns and features, general relationships 
that exist between spatial and non-spatial data, and other general data characteristics not 
explicitly stored in spatial databases (Koperski and Han, 1995). 
Spatial database systems are relational databases plus a concept of spatial location and spatial 
extension (Ester, et al., 1997). The explicit location and extension of objects define implicit 
relations of spatial neighbourhood. Thus neighbour attributes of some object may influence its 
behaviour and therefore must be consider in the process of knowledge discovery in databases 
(KDD). Traditionally, knowledge discovery in relational databases doesn’t take into account 
this spatial reasoning, motivating the development of new algorithms adapted to the spatial 
component of spatial data. 
The main approaches in KDSD are characterised by the development of new algorithms that 
treat the objects’ position and extension mainly through the manipulation of its co-ordinates. 
These algorithms are then implemented, extending traditional KDD systems in order to 
accommodate them. In all, a quantitative approach is used in the reasoning process although 
the results are presented using qualitative identifiers. 
Lu et al. (1993) proposed an attribute-oriented induction approach that is applied to spatial 
and non-spatial attributes using concept hierarchies. This allows the discovery of relationships 
that exists between spatial and non-spatial data. A spatial concept hierarchy represents a 
successive merge of neighbour regions into large regions. Two learning algorithms were 
introduced: i) non-spatial attribute oriented induction, which performs generalisation on non-



 
spatial data first, and ii) spatial hierarchy induction, which performs generalisation on spatial 
data first. In both approaches, the classification of its corresponding spatial and non-spatial 
data is performed based on the classes obtained by the generalisation. Another peculiarity of 
this approach is that the user must provide to the system the set of relevant data, the concept 
hierarchies, the desired rule forms and the learning request (specified in a syntax similar to 
SQL).  
Koperski and Han (1995) investigated the utilisation of interactive data mining for the 
extraction of spatial association rules. In their approach the spatial and non-spatial attributes 
are held in different databases, but once the user identifies the attributes or relations of 
interest, a selection process takes place and a unified database is created. An algorithm, 
implemented for the discovery of spatial association rules, analyses the stored data. The rules 
obtained represent object relationships described using spatial predicates like adjacent_to or 
close_to.  
These two approaches are representative of the efforts made in the area of KDSD. One 
approach uses two different databases, storing spatial and non-spatial data separately. Once 
the user identifies the attributes of interest, an interface between the two databases ensures the 
selection and treatment of data without the creation of a new repository (that handles both 
spatial and non-spatial data). The other approach also requires two different databases, but the 
selection phase leads to the creation of a unified database where the analysis of data takes 
place. In both approaches new algorithms are implemented and the user is asked for the 
specification of the relevant attributes and the type of results pretended. 
In this paper we present a new approach to the process of KDSD based on qualitative spatial 
reasoning. Since the use of co-ordinates for the identification of a spatial object location and 
extension is not always needed, we investigated how traditional KDD systems (and their 
generic Data Mining algorithms) for relational databases can be used in KDSD. Depending on 
the spatial reasoning task, geographic concept hierarchies and spatial knowledge are needed in 
order to ensure the inference of new spatial relations not explicitly stored in the geographic 
database. This approach is described in section 4. 

3 Qualitative Spatial Reasoning 

Spatial reasoning is the process by which information about objects in space and their 
relationships are gathered by various means, such as measurement or observation, and use to 
arrive to valid conclusions regarding the objects’ relationships (Sharma, 1996). 
Spatial relations have been classified in several types (Frank, 1996; Papadias and Sellis, 
1994), including topological relations (that describe neighbourhood and incidence), direction 
relations (that describe order in space) and distance relations (that describe proximity in 
space). For each of these relations, composition tables facilitate reasoning with incomplete 
spatial information by allowing the inference of new information (see (Frank, 1996; Grigni, et 
al., 1995; Sharma, 1996) for more details). The composition tables referred represent a 
homogeneous spatial reasoning (Sharma, 1996) approach, because each one only allows the 
inference of spatial information of the same type (directional, topological or metric). 
Although it is useful, it has certain limitations.  



 
Reasoning about qualitative distances necessarily involves integrated spatial reasoning about 
qualitative distances and directions. For example, the facts A is very far from B and B is very 
far from C do not permit the inference of the relationship that exists between A and C.  A can 
be very close or close from C (if B and C are in opposite directions), or A may be far or very 
far from C (if B and C are in the same orientation). 
Since an homogeneous spatial reasoning approach was already used for direction relations 
(Santos, et al., 1999) and the results obtained point out the validity of the adopted strategy for 
the inference of new spatial knowledge, the integration of distance and direction relations will 
now be addressed.  
If the integration of qualitative distances and directions is required, the adoption of a set of 
identifiers, which allows the identification of the considered directions and distances and its 
respective intervals of validity, are needed. Hong et al. (1995) analysed some possible 
combinations for the number of identifiers and the geometric patterns that should characterise 
the distance intervals.  The verification of the suggested rules, allow us to adopt a localisation 
system (Figure 1), based on eight symbols for direction relations (N, NE, E, SE, S, SW, W, 
NW) and four symbols for the identification of the distance relations (vc – very close, c - 
close, f- far, vf – very far).  
 

W

NW NE

E

vffcvc

N

SW

S

SE

 
Figure 1 – The localisation system 

 
The definition of the validity interval for each distance identifier must obey some rules. In 
these systems, as can be seen in Table 1, there should exist a constant ratio (ratio = length 
(disti)/length (disti-1)) relationship between the lengths of two neighbouring intervals. 
The presented simulated intervals allow the composition of new distance interval sets by 
magnification of the original interval. For example, the set of values for a ratio 4 can be 
increased by a factor of 10 supplying the values dist0 (0, 10], dist1 (10, 50], dist2 (50, 210] and 
dist3 (210, 850]. Since the same scale magnifies all intervals and quantitative distance 
relations, qualitative compositions will remain the same, regardless of the scale value.  



 
 

Table 1 - Simulated intervals for four symbolic distance values (adapted from Hong, J.-H., M. J. Egenhofer, and 
A. U. Frank, On the Robustness of Qualitative and Direction Reasoning, Proceedings of Auto-Carto 12, Charlotte, North California, 1995). 

Ratio dist0 dist1 dist2 dist3 
1 (0, 1] (1, 2] (2, 3] (3, 4] 
2 (0, 1] (1, 3] (3, 7] (7, 15] 
3 (0, 1] (1, 4] (4, 13] (13, 40] 
4 (0, 1] (1, 5] (5, 21] (21, 85] 
5 (0, 1] (1, 6] (6, 31] (31, 156] 
6 (0, 1] (1, 7] (7, 43] (43, 259] 
7 (0, 1] (1, 8] (8, 57] (57, 400] 
8 (0, 1] (1, 9] (9, 73] (73, 585] 
9 (0, 1] (1, 10] (10, 91] (91, 820] 

10 (0, 1] (1, 11] (11, 111] (111, 1111] 
20 (0, 1] (1, 21] (21, 421] (421, 8421] 
50 (0, 1] (1, 51] (51, 2551] (2551, 127551] 

100 (0, 1] (1, 101] (101, 10101] (10101, 1010101] 

 
 
It is important to know that the number of distance symbols used, and the ratio between the 
quantitative values addressed by each interval, plays an important role in the robustness of the 
final system, i.e., in the validity of the composition table for the inference of new spatial 
relations. 
The final composition table, constructed following the suggestions made by Hong (1994) and 
presented through icons (Figure 2), is a 32x32 matrix. This matrix represents some of the 
knowledge needed, for the inference of new spatial information in the localisation system 
used in this study. Due to its great size, Table 2 exhibits an extract of the final matrix. 
 
 
 

Northeast, closeNorth, very close East, far Southeast, very far

 
Figure 2 – Icons representing direction and distance spatial relations 



 
Table 2 – An extract of the final composition table 

 
 

This composition table is transformed in a set of facts, stored in a table, so that machine 
learning algorithms can assimilate them. The rules generated will later be used in the 
inference of new spatial relations needed in the knowledge discovery process. This 
assimilation and the inference mechanism are described in detail in Santos and Amaral 
(1999). 
 

4 The System Architecture  

The proposed system, a system for Knowledge Discovery in Spatial Databases based on 
Qualitative Spatial Reasoning, has three main components: data repositories, data analysis and 
results visualisation. Figure 3 presents a general overview of the system architecture. 
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Figure 3 – The System Architecture 

 
 
1. The Data Repositories component aggregate three main databases: 
• A geographic database constructed under the principles established by the European 

Committee for Normalisation in the CEN TC 287 standard for Geographic Information 
(CEN/TC-287, 1998a). Following its recommendations was possible to implement a 
geographic database in which the positional aspects of geographic data are obtained using 
a geographic identifiers system (CEN/TC-287, 1998b). In this system the administrative 
subdivisions of Portugal at the municipality and district level were characterised. 
Between other attributes, we point out the direction and distance spatial relations that 
exist between the considered municipalities and the geographic concept hierarchies that 
associate the several subdivisions adopted. More details about this database can be found 
in Santos and Amaral (1999). 

• A spatial reasoning database that stores the inference mechanisms that allow the 
derivation of new spatial relations between regions. Between the knowledge available in 
this database, we point out the composition table, the set of identifiers and the validity of 
each distance interval for the localisation system described in section 3. This database is 
used in conjunction with the geographic database in the deduction of implicit spatial 
relations. This task is performed in the knowledge discovery module (data analysis 
component). More details about this database can be found in Santos and Amaral (1999). 

• A non-geographic database that will be integrated with the geographic database and 
analysed in the knowledge discovery module. This procedure will allow the discovery of 
implicit relationships that exist between the geographic and non-geographic data. In this 
paper, we analyse a demographic database that collect the parish registers dated between 



 
1690-1990 in one district of Portugal – Aveiro (this integration and the obtained results 
are presented in section 5). 

2. The Data Analysis component is implemented through the knowledge discovery module. In 
this module, several steps characterise the knowledge discovery process: 
• Data selection that picks out the relevant non-geographic and geographic data for 

analysis. This phase addresses the question of what relevant attributes are to be 
considered, the size of the sample needed and the period of time.  

• Pre-processing of the selected data allowing the reduction of the sample set. Several tasks 
can here be effected. Data can be generalised attending to demographer’s hierarchies 
(reducing the number distinct rows) or techniques of rough sets can be used to perform the 
reduction of the number of columns (Rodrigues, et al., 1999). To ensure proper data 
analysis, the data selected in the previous step must be checked to remove corrupt data 
and manage missing values. 

• Geographic information processing verifies the availability of all spatial relations needed 
in the knowledge discovery process. As we said previously, spatial relations of interest 
might be implicit in the geographic database considered. In this case, and to ensure that all 
relevant geographic knowledge is available for the data mining algorithms, these implicit 
relations can be automatically transformed in explicit relations through the inference 
mechanisms described previously.  

• Data Mining algorithms are now applied to the relevant geographic and non-geographic 
data in order the find relationships that exploit the intrinsic relations that exist between the 
analysed data.  

• Interpretation of the discovered patterns is performed in order to evaluate their utility 
and importance, in this case study, to demographers. In this step it may be realised that 
relevant attributes were ignored in the analysis, suggesting that the process should be 
repeated using the missed values. Relevant relationships/patterns can be stored in the 
patterns’ database allowing its subsequent use in further analyses or its visualisation in a 
more suitable way – a map. 

3. The Results Visualisation component is responsible for the management of the database of 
patterns. This database is integrated in a geographic information system, for the visualisation 
of the discovered patterns in a map. At this stage, the knowledge visualisation module is not 
completely implemented, but allows the insertion of new patterns and its visualisation in an 
easy and friendly way. 
 In terms of technical characteristics, the data repository component and the database of 
patterns were implemented in a relational database system, being available to the knowledge 
discovery module through an ODBC (Open Database Connectivity) connection. This module 
was implemented in Clementine (ISL, 1998a; ISL, 1998b), a knowledge discovery tool that 
support all phases of the knowledge discovery process. 
Clementine is a data mining toolkit based on visual programming, which includes machine 
learning technologies like rule induction and neural networks. Among its facilities are data 
manipulation (construct of new data items derived from existing ones), browsing and 
visualisation (display of data using interactive graphics), statistics and hypothesis testing 



 
(model constructs of how the data behaves and its verification). The knowledge discovery 
process is defined in Clementine through the construction of a stream, in which each 
operation on data is represented by a node.  
The geographic information system used is Geomedia Professional v3 (Intergraph, 1999), 
allowing the visualisation of the knowledge discovery process results in a map. In this system 
is also possible the manipulation of the discovered patterns, in order to construct thematic 
maps that conjugate more than one result. 
Next section present the integration of the demographic database in the knowledge discovery 
process and the results obtained by the data mining algorithms. The description is centred on 
tasks executed under the knowledge discovery module.  

5 The knowledge discovery process with a demographic database 

In systems of spatial referencing using geographic identifiers, a position is referenced to a real 
world location defined by a real world object. This object is termed a location, and its 
identifier is termed a geographic identifier (CEN/TC-287, 1998b). These geographic 
identifiers are present in the demographic database of the Aveiro district, in attributes like: 
place, parish, municipality and district. The integration of the geographic and non-geographic 
database is effected at the municipality level, since this is the level of aggregation considered 
relevant for the pretended results. Table 3 shows an extract of one table (individual) of the 
demographic database used, while Table 4 display some extracts of the spatial relations and 
hierarchies stored in the geographic database. 
 

Table 3 – Demographic database: some attributes of individual table 

 
 



 
 

Table 4 – Geographic relations and hierarchies 

 
 
 
As can be seen in Table 3, the original table, which describes some relevant attributes about 
an individual, has some missing data fields. This is very usual since some data is from the 
XVII century. In order to avoid these faults, the unknown fields are marked with an ‘?’, so 
they can be easily identified in the knowledge discovery module. 
Another important task, and that must be performed in order reduce the search space and the 
variety of possible different values, is the generalisation and transformation of some attributes 
into discreet values. Following some suggestions (Rodrigues, et al., 1999) of possible concept 
hierarchies for the demographic data, Table 5 systematise the hierarchies/discreet values 
adopted. The resulting individual table is displayed in Table 6. 
 

Table 5 – Hierarchies and discreet values adopted 

Attributes  Hierarchies / Discreet values 

Place  Place  Parish  Municipality  District 

Date Year 

Month 

{1600..1699}  17, {1700..1799}  18, {1800..1899}  19, {1900..1999}  20 

{January, February, March, April, May, June, July, August, September, October, 
November, December}  {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12} 

Age  {0..12}  0-12, {13..25}  13-25, {26..45}  26-45, {46..110}  46- 

Children  {0}  0, {1..3}  1-3, {4..6}  4-6, {7..16}  7- 

 



 
Table 6 – The resulting individual table 

 
 
 
After the demographic data treatment, and since the objective of this work is to show how 
qualitative spatial reasoning can be incorporated in the process of knowledge discovery, two 
exercises were effected. In both, the inference of new spatial relations was addressed. As 
previously described, the geographic database used was implemented under the principles 
established by the European standard for geographic information. Through it, only the spatial 
relations that exist between adjacent regions can be specified. All the other relations, existing 
between non-adjacent regions and needed in the knowledge discovery process, must be 
inferred. In Clementine, a rule induction algorithm learnt the inference rules explicit in the 
composition table that allows integrated qualitative reasoning about distance and direction 
relations. The decision tree created was subsequently applied in a process that cyclically 
infers unknown spatial relations. More details about the learning and inference processes can 
be found in Santos and Amaral (1999) and Santos, et al. (1999). 
The first exercise carried out in Clementine had as its purpose characterises the locality of 
birth with respect to the locality of death of an individual, attending to the century in which 
the facts occurred. Geographically these attributes were analysed with respect to the 
municipality level. The stream constructed in Clementine that represents the knowledge 
discovery process is displayed in Figure 4. By the analysis of this figure it can be noted that 
two main steps constituted the process. The relevant demographic attributes for analysis were 
selected and after that, they were merged with the spatial relations coming from the 
geographic database1. The resulting table was submitted to the C5.0 algorithm, in order to 
obtain expressive rules. In the same figure it is possible to see the tabulated results on the 
right side.  
 

                                                 
1 Some of these relations were previously inferred, since not all the spatial relationships, which can exist 

between the municipalities of the Aveiro district, are explicit in the geographic database. 



 

 
Figure 4 – Characterisation of the locality of birth with respect to the locality of death 

 
The results achieved point out that there is a spatial movement to the Southwest in the 
analysed district. The two municipalities that represent the destiny of the population 
movement represent the exceptional cases. These two municipalities, 105 and 118, have its 
West frontier with the ocean. This population movement in direction to regions located a 
Southwest and with the sea as neighbour must be explained by demographers.  
The other exercise comprised the finding of a pattern that characterises the age at death and 
the number of children for the geographic region analysed. The streams constructed and the 
results obtained are presented in Figure 5. By the analysis of this figure it can be noted that 
two streams were needed to achieve the pretended results. The stream located at the right side 
had as purpose build a model that describe the geographical localisation of each municipality 
with respect to the whole district. The obtained model2 (dir_AVR), browsed in the tabular table 
at the right of the figure, was subsequently used in the other steam, to characterise the two 
attributes (Death_age and Num_child) geographically.  
Analysing the results obtained for the Death_age attribute (tabular table at middle of the 
figure), only in the XIX century exists a visible variation between regions. In the generated 
model, all municipalities located at Northeast to Southwest of Aveiro present a lower age at 
death, 0-12, indicating that all regions at these locations had a great rate of infant mortality. 
The generated model for the Num_child attribute (tabular table at left of the figure) tell us that, 
regions with a high birth rate fall in the Northeast and East of Aveiro.  
                                                 
2 Each generated model can be saved in order to be reused by others steams/work sessions. 



 

 
Figure 5 – Streams Clementine and the obtained results  

 
 

After the analysis of the relevance of each discovered pattern, the selected patterns can be 
stored in the database of patterns. For this, the user only needs to load an input node, with the 
structure of the database of patterns, in which the attributes to be stored are specified. An 
obligatory attribute is the geographic attribute that will allow the integration with the map. As 
we already said, in this case study it must be the municipality attribute.  
Figure 6 shows the constructed stream, and the input window in which the user must specify 
the attributes that will be passed, through an OBDC connection, to the database of patterns. 
These patterns can then be visualised in a thematic map. The presented stream uses the 
generated model for characterisation of the Num_child attribute. The objective is the 
explicitation of the discovered rules. Figure 7 exhibits a map of the region that present the 
results obtained for the Num_child attribute. 
It is important to say that although the presented exercises only used decision trees techniques  
(implemented through the C5.0 algorithm), the other data mining techniques available in 
Clementine (neural networks, association rules, clustering, etc.) could be used, if they were 
appropriate to the pretended results. 
 



 

 
Figure 6 – Definition of the attributes to be exported to the database of patterns 

 
 

 

 

Figure 7 – Thematic map with the characterisation of the Num_child attribute 



 
6 Conclusions and Future Work 

Organisational databases usually store geographic identifiers, like addresses or postcodes, 
which geographic component is not incorporated in the process of knowledge discovery. This 
paper presented an approach for knowledge discovery in spatial databases, based on 
qualitative spatial reasoning, where the positions of geographic data were provided by 
qualitative identifiers. 
For the municipalities of Portugal, some direction and distance spatial relations were defined. 
This knowledge and the composition table available for the localisation system used, allowed 
the inference of new spatial localisation relations between regions. The existence of domain 
knowledge, like geographic concept hierarchies, was also useful in the inference of 
localisation relations for the another levels of the considered hierarchies. 
The integration of a demographic database (dated from 1690-1990 of the Aveiro district) with 
a geographic database (with the administrative subdivisions of Portugal), made possible the 
discovery of general descriptions that exploit the relationships that exist between the 
geographic and non-geographic data analysed. 
The results obtained point out that traditional KDD systems, developed for relational 
databases and not having semantic knowledge linked to spatial data, can be used in the 
process of KDSD since some of this semantic knowledge and the principles of qualitative 
spatial reasoning were available as domain knowledge. Clementine was used in the 
assimilation of the geographic domain knowledge (like composition tables), in the inference 
of new spatial relations and in the spatial patterns discovery. 
Many future tasks can be conceived. Two of them are the integration of topological spatial 
relations in the reasoning process, and the conclusion of the knowledge visualisation module 
implementation. This module plays an important role in the overall system, since users can 
use it to access the discovered patterns in a friendly way (via a map). Another priority is the 
study of the principles behind qualitative temporal reasoning, in order to integrate the 
temporal domain in the process of knowledge discovery (allowing the inference of so many 
unknown dates in the demographic database used). 
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