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Abstract

where
Y   - nx1 matrix of observations of dependent variable
X   - nx(k+1) matrix of predictors

- (k+1)x1 matrix of regression coefficients

- random errors; under the assumption of normality,         ~ N(0,       )

- mixing probabilities with

Our results indicated:
- Situation I: Reject the null hypothesis.
- Situation II: Not reject the null hypothesis at the 1% level.
- Situation III: Reject the null hypothesis.

-The results appear not to depend the mixing proportion value, the configuration of the true
regression lines and the intervals of values of the X-variates.

The good performance of the test shows that it is suitable for detecting if new
observations are outliers of the estimated model of mixtures of linear regressions

The mixture of linear regression model is given as:

Test for Structural Change

References

Design of the Study

To illustrate the application of this test in a mixture of linear regressions, a simulation study
was performed. The scope was limited to the study of two and three components.

-The parameters of mixture of linear regression models were estimated by maximizing the
likelihood, using the EM algorithm. The true values were used as the starting values.

- Samples of three different sizes n (n=50, n=100 and n=500) were generated.
- The mixing proportion lying from 0.1 e 0.9.
-The X-variates were generated from a uniform distribution in the interval and in the
interval
-Three typical configurations of the true regression lines: parallel, perpendicular and
concurrent.
- Different values of the parameters were chosen in order to represent several practical
situations.

The L new observations were introduced in three different situations:
Situation I: L new observations were outliers of the estimated model, with L=1, L=2 and L=5
Situation II: L new observations belonged to the estimated model, with L=1 e L=2
Situation III: one observation belonged to the estimated model, another observation was

outlier of this model.
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Given a set of n independent observations, the parameters of the mixture of linear 
regression model were estimated by maximizing the likelihood, via the EM 
algorithm.

Suppose we have L new observations and with n inicial observations, we have a 
new model:
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and under the null hypothesis, we have:
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where
- residual sum of squares from the estimated linear regression model (1)
- residual sum of squares from the estimated linear regression model (2)*S
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Fig. 1: Scatter plot of samples from situation I (n=100, L=2 )

Fig. 2: Scatter plot of samples from situation III  (n=100, L=1)
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Over the last years, several structural change tests have been extended to monitoring of linear regression models where new data arrive over time.
In this work, we derive a new procedure for the problem testing for structural change in a mixture of linear regressions. In this procedure, the parameters of a mixture of linear regression 
model are estimated from all available data (initial data plus newly arrived data) and compared to the estimates based only on initial data.
The procedure is illustrated through a simulation study on simulated data sets.
Simulation results indicated that the proposed procedure is suitable for detecting if new observations are outliers of the estimated model of mixtures of linear regressions.
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where
Y   - (n+L)x1 matrix of observations of dependent variable
X   - (n+L)x(k+1) matrix of predictors

- (k+1)x1 matrix of regression coefficients

- random errors; under the assumption of normality,         ~ N(0,       )

- mixing probabilities with
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Given a set of (n+L) independent observations, the parameters of the new mixture
of linear regression model were estimated by maximizing the likelihood, via the EM 
algorithm.

We wish to test the equality of the two regression coefficients:   

Some Examples
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