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Abstract. We develop a theory of generalized Hopf invariants in the setting
of sectional category. In particular we show how Hopf invariants for a product
of fibrations can be identified as shuffle joins of Hopf invariants for the factors.
Our results are applied to the study of Farber’s topological complexity for 2-cell
complexes, as well as to the construction of a counterexample to the analogue
for topological complexity of Ganea’s conjecture on Lusternik-Schnirelmann
category.
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1. Introduction

The sectional category of a fibration is the least number of open sets needed to
cover the base, on each of which the fibration admits a continuous local section.
This concept, originally studied by A. S. Schwarz [32] under the name genus, has
found applications in diverse areas. Notable special cases include the Lusternik–
Schnirelmann category (for which the standard reference has become the mono-
graph [4] by Cornea, Lupton, Oprea and Tanré) and Farber’s topological complex-
ity [7], both of which are homotopy invariants of spaces which arise as the sectional
category of associated path fibrations. The LS-category is classical and related
to critical point theory, while topological complexity was conceived in the early
part of the twenty-first century as part of a topological approach to the motion
planning problem in Robotics. Further details and definitions will be given in Sec-
tion 3 below. We remark that in the modern literature it is common to normalise
these invariants so that the sectional category of a fibration with section is zero, a
convention which we will adopt in this paper.

Most of the existing estimates for sectional category are cohomological in na-
ture and are based on obstruction theory. The objective of the current paper is
to produce more refined estimates using methods from unstable homotopy theory.
There is an extensive literature on the application of generalized Hopf invariants
to LS-category, originating with Berstein and Hilton [2] and including spectacular
applications by Iwase [25], Stanley [35], Strom [37] and others (a nice summary
can be found in Chapter 6 of [4]). Building on and generalizing the work of these
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authors, we develop a theory of generalized Hopf invariants in the setting of sec-
tional category. In very crude terms, Hopf invariants are homotopy classes which
arise as obstructions for the sectional category of a map to increase by one upon
adjunction of a cone on the base space. Although the explicit definition is based
on general principles, the actual evaluation of such obstructions is a major problem
in homotopy theory. A novel point in this paper is the development of an algebro-
combinatorial method that allows us to get a reasonably sharp homological control
of some of these obstructions. In fact, in many cases, Hopf invariants are carried
by bottom cells, thus their evaluation can effectively be done in homological terms.
The general idea is explained in Subsection 4.2, and full details supporting the
theory are developed in Section 7. In particular, the method allows us to perform
many new computations of topological complexity which we believe would not be
possible using classic obstruction-theoretic arguments.

Our first application is to the computation of the topological complexity of two-
cell complexes X = Sp ∪α e

q+1. The LS-category of such a space X is determined
by the Berstein–Hilton–Hopf invariant

H(α) ∈ πq(ΣΩS
p ∧ΩSp) ∼= πq(S

2p−1 ∨ S3p−2 ∨ · · · )

of the attaching map α : Sq → Sp [2]. When p ≥ 2, we have

cat(X) =

{
1 if H(α) = 0,
2 if H(α) 6= 0.

Note that in the metastable range 2p−1 ≤ q ≤ 3p−3 we may identify H(α) with its
projection onto the bottom cell H0(α) ∈ πq(S

2p−1). If H0(α) 6= 0 then cat(X) = 2,
which by standard inequalities implies that 2 ≤ TC(X) ≤ 4. In almost all cases,
the usual cohomological bounds fail to determine the exact value of TC(X), for
reasons of dimension. Using Hopf invariants, however, we are able to identify many
cases with TC(X) ≤ 3 (in Theorem 1.1 below, where we use the symbol ⊛ to denote
the join functor) as well as many cases with TC(X) ≥ 3 (in Theorem 1.2 below).

Theorem 1.1 (Theorem 5.4). Let X = Sp ∪α e
q+1, where α : Sq → Sp is in the

metastable range 2p− 1 < q ≤ 3p− 3 and H0(α) 6= 0. Then TC(X) ≤ 3 if and only
if (4 + 2(−1)p)H0(α) ⊛H0(α) = 0.

Theorem 1.2 (Theorem 5.5). Let X = Sp ∪α e
q+1, where α : Sq → Sp is in the

metastable range 2p− 1 < q ≤ 3p− 3 and H0(α) 6= 0. Then TC(X) ≥ 3 provided
(2 + (−1)p)H0(α) 6= 0.

Note that the condition (2+(−1)p)H0(α) 6= 0 in Theorem 1.2 holds automatically
if p is odd. On the other hand, we remark right after the proof of Theorem 5.4 that
the condition (4 + 2(−1)p)H0(α) ⊛H0(α) = 0 in Theorem 1.1 holds if q is even.

Combining these two theorems gives the precise value TC(X) = 3 for large
classes of two-cell complexes (see for instance Corollaries 5.8 and 5.9). We are also
able to draw conclusions about TC(X) outside of the metastable range, under the
additional assumption H(α) = H0(α).

Example 1.3. If p is odd, 2p− 1 < q ≤ 3p− 3, and the join square H0(α)⊛H0(α)
is a non-trivial element of odd torsion, then TC(X) = 4.

Remark 1.4. We also get a full description of TC(X) for X = Sp ∪α e
2p (The-

orems 5.1 and 5.2 below). The proofs are, however, much more elementary than
those in the cases of Theorems 1.1 and 1.2.
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Our second application is to the analogue of Ganea’s conjecture for topological
complexity. Recall that the product inequality cat(X × Y ) ≤ cat(X) + cat(Y )
is satisfied by LS-category. Examples of strict inequality were given by Fox [14],
involving Moore spaces with torsion at different primes. Ganea asked, in his famous
list of problems [15], if we always get equality when one of the spaces involved is a
sphere. That is, if X is a finite complex, is it true that

cat(X × Sk) = cat(X) + 1 for all k ≥ 1?

A positive answer became known as Ganea’s conjecture. The conjecture remained
open for nearly 30 years, shaping research in the subject. It was shown to hold for
simply-connected rational spaces by work of Jessup [28] and Hess [24], and for large
classes of manifolds by Rudyak [31], Singhof [33], and Strom [36], until eventually
proven to be false in general by Iwase [25, 26]. Iwase’s counter-examples are two-
cell complexes X outside of the metastable range, whose Berstein–Hilton–Hopf
invariants are essential but stably inessential, from which it follows that cat(X) =
cat(X × Sk) = 2.

The analogous question for topological complexity (which also satisfies the prod-
uct inequality) asks whether, for any finite complex X and k ≥ 1, we always have
an equality

(1) TC(X × Sk) = TC(X) + TC(Sk) =

{
TC(X) + 1 if k odd,
TC(X) + 2 if k even.

This question was raised by Jessup, Murillo and Parent [29], who proved that
equation (1) holds when k ≥ 2 for any formal, simply-connected rational complex
X of finite type. In this paper, we give a counter-example to (1) for all even k,
using Hopf invariant techniques.

Theorem 1.5 (Theorem 6.4). Let Y be the stunted real projective space RP 6/RP 2,
and let X = Y ∨ Y . Then for all k ≥ 2 even,

TC(X) = 4 and TC(X × Sk) = 5.

We now briefly outline the contents of each section, and in doing so indicate
the method of proof of the above results. Section 2 is preliminary, and establishes
our conventions and notations regarding base points, cones, suspensions and joins.
In Section 3 we give the necessary background on sectional category and relative
sectional category, working in the context of fibred joins. The main new result
here is Proposition 3.9, which shows that the sectional category of a fibration rel-
ative to a subspace increases by at most one on attaching a cone, and moreover
the section over the cone can be controlled in a certain sense. Section 4 is split
into two subsections. In Subsection 4.1 we define the Hopf invariants for sectional
category, which determine the behaviour of relative sectional category under cone
attachments. We also recall the definition of the Berstein–Hilton–Hopf invariants
mentioned above and show how they fit into our framework. In Subsection 4.2 we
investigate Hopf invariants for cartesian products of fibrations. Using naturality of
the exterior join construction, we prove our Theorem 4.12 which states that Hopf
invariants of a product can be obtained as joins of Hopf invariants of the factors,
composed with a topological shuffle map (see below). This result is germane to
the proofs of Theorems 1.1 and 1.2 and Theorem 1.5, which we give in Sections 5
and 6 respectively. Finally, Section 7 is the technical heart of the paper. Using
the description of the join in terms of simplicial (barycentric) parameters, together
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with the standard decomposition of the product of simplices ∆n×∆m into simplices
∆n+m, we construct topological shuffle maps

ΦA,Bn,m : Jn(A)⊛ Jm(B) → Jn+m+1(A×B),

which map from the join of the (n + 1)-fold join of a space A with the (m + 1)-
fold join of a space B to the (n + m + 2)-fold join of their product A × B. We
then describe (in Proposition 7.6) the effect of this map in homology, in terms of
algebraic shuffles. This result is used in all of our calculations of Hopf invariants of
products.

The idea of applying Hopf invariant techniques to obtain estimates for sectional
category has been around for some time. For example, the upper bounds for the
(higher) topological complexity of configuration spaces given in [11] and [18], and
proved using obstruction theory, were originally obtained using Hopf invariants.
However, the homological method in this paper to evaluate certain Hopf invariants
is new and independent of previous approaches.

In developing the ideas in this paper, we have benefitted from discussions with
many people. In this regard, the first author would like to thank Michael Farber,
Hugo Rodŕıguez-Ordóñez, and Enrique Torres-Giese, the second author would like
to thank Michael Farber, and the third author would like to thank Pierre Ghienne.
The three authors are grateful to the organizers of the ESF ACAT conference
and workshop “Applied Algebraic Topology” held in Castro Urdiales, Spain, from
June 26 to July 5, 2014, where the final form of this project was shaped.

We conclude this introductory section with a list of open problems, some of
which may be accessible by extending the techniques in this paper.

Problems 1.6. (a) Do there exist two-cell complexes X = Sp ∪α e
q+1 with q >

2p − 1 for which cat(X) = TC(X) = 2? (The smallest such open case is
that of α ∈ π4(S

2) = Z/2 the generator, see Example 5.10(a).) Or for which
TC(X) = 4? (c.f. Example 1.3.)

(b) Does every two-cell complex satisfy equation (1)? What if X is restricted to
lie in the metastable range? (Ganea’s conjecture does hold true for the latter
complexes.)

(c) Do there exist finite complexes X and odd k for which TC(X×Sk) = TC(X)?

2. Preliminaries

We work in the category of well-pointed1 compactly generated spaces having the
homotopy type of CW-complexes. Thus, all maps, diagrams, and homotopies will
be pointed, unless explicitly noticed otherwise. For instance, a homotopy section
of a map p : A → X is a pointed map s : X → A with a pointed homotopy between
p ◦ s and the identity on X . Products and mapping spaces are topologized in such
a way that the product of two proclusions is a proclusion and evaluation maps are
continuous. Fibrations are assumed to be pointed fibrations in the sense that they
lift pointed homotopies or, equivalently, that they admit a pointed lifting function.
Likewise, cofibrations are assumed to be pointed cofibrations2.

We let I stand for the unit interval [0, 1] with base point 0. For a pointed space
(A, ∗), we denote by CA the cone A×I/A×1 with base point so that the projection
A × I → CA and the inclusion A →֒ CA, a 7→ [a, 0] are pointed (in general, the

1Base points will generically be denoted by an asterisk ∗.
2These are not actual restrictions in view of [38, Theorem 5.95].
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class of (a, u) will be denoted by [a, u]). Note that the inclusion A →֒ CA is a
cofibration. The suspension of A is defined by ΣA := CA/A. We will also use the

reduced suspension of A given by the quotient Σ̃A := ΣA/ ∗ ×I = A ∧ (I/∂I). In

both cases we take the obvious base points. The class of [a, u] in both ΣA and Σ̃A
will also be denoted by [a, u].

We denote by ∆n the standard n-simplex of Rn+1, given by

∆n = {(t0, . . . , tn) ∈ [0, 1]n+1 | t0 + · · ·+ tn = 1}

with base point (1, 0, . . . , 0). The iterated n-fold reduced suspension of A is homo-
topically equivalent to the quotient

A×∆n/(A× ∂∆n ∪ ∗ ×∆n) = A ∧ (∆n/∂∆n)

that we will denote by Σ̃nA.
If (B, ∗) is another pointed space we denote by A⊛B the join CA×B ∪ A×CB

with base point (∗, ∗) ∈ A×B ⊂ CA×B ∩ A× CB.

Remarks 2.1. We collect here some well-known facts which will be used in this
work:

(a) There is a canonical map given by the composition

ζ : A⊛B → Σ(A×B) → Σ̃(A×B)

in which the second arrow is the identification map and the first arrow is
the (non-pointed) map induced by the (non-pointed) maps

A× CB → Σ(A×B) CA×B → Σ(A×B)
(a, [b, u]) 7→ [(a, b), 1−u2 ] ([a, u], b) 7→ [(a, b), 1+u2 ]

Although the first map in the composition defining ζ is non-pointed, the
composite ζ is pointed and, for this reason, we will mainly consider reduced
suspensions in the sequel.

(b) The composition

A⊛B
ζ

−→ Σ̃(A×B) −→ Σ̃(A ∧B),

where the second arrow is the identification map [(a, b), u] 7→ [a ∧ b, u], is a
homotopy equivalence.

(c) The canonical (pointed) identification maps

A× CB → Σ̃(A×B) CA×B → Σ̃(A×B)
(a, [b, u]) 7→ [(a, b), u] ([a, u], b) 7→ [(a, b), u]

induce the following map

ν : A⊛B → Σ̃(A×B) ∨ Σ̃(A×B)
(a, [b, u]) 7→ ([(a, b), u], ∗)
([a, u], b) 7→ (∗, [(a, b), u])
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which we call the difference pinch map. Indeed ν fits in the following
commutative diagram

(2) A⊛B

ζ
��

ν

**❯❯❯
❯❯❯

❯❯❯
❯❯❯

❯❯❯
❯❯

Σ̃(A×B)

��

ν̃ // Σ̃(A×B) ∨ Σ̃(A×B)

��
Σ̃(A ∧B)

ν̃ // Σ̃(A ∧B) ∨ Σ̃(A ∧B)

where ν̃ is the standard difference pinch map, that is the map

ν̃ : Σ̃Z → Σ̃Z ∨ Σ̃Z

[z, u] 7→

{
([z, 1− 2u], ∗) 0 ≤ u ≤ 1/2
(∗, [z, 2u− 1]) 1/2 ≤ u ≤ 1

In particular, if f, g : Σ̃Z → X are two maps then the composite∇◦(f∨g)◦ν̃
is the difference g − f .

3. Sectional category and relative sectional category

In this section we will review some known facts about sectional category, most
of which can be found in the references [4], [27], and [32]. We will pay particular
attention to the two most well-studied examples, namely Lusternik–Schnirelmann
category and Farber’s topological complexity.

In Definitions 3.1–3.3 below we do not require that subspaces are pointed. Con-
sequently, the null-homotopies in Definition 3.1, and the partial sections in Defini-
tions 3.2 and 3.3, are not assumed to be pointed.

Definition 3.1. The (Lusternik–Schnirelmann) category of a space X , denoted
cat(X), is the least non-negative integer n such that X admits a cover by n + 1
open sets U0, . . . , Un such that each inclusion Ui →֒ X is null-homotopic. If no such
integer exists, we set cat(X) = ∞.

Definition 3.2. The topological complexity of a space X , denoted TC(X), is the
least non-negative integer n such that X × X admits a cover by n + 1 open sets
U0, . . . , Un, on each of which there exists a continuous partial section of the evalu-
ation fibration

πX : XI → X ×X, α 7→
(
α(0), α(1)

)
.

Here XI denotes the space of paths in X with base point the constant path in
∗ ∈ X . If no such integer exists, we set TC(X) = ∞.

Both of these concepts are special cases of the sectional category of a fibration,
first studied by A. S. Schwarz under the name genus.

Definition 3.3. Let p : A → X be a (surjective) fibration. The sectional category
of p, denoted secat(p), is defined to be the least non-negative integer n such that
X admits a cover by n + 1 open sets U0, . . . , Un on each of which there exists a
continuous partial section of p. If no such integer exists, we set secat(p) = ∞.
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One of the key results in this area is a characterization of sectional category in
terms of fibred joins, which we now recall within our base-point setting. For n ≥ 0
we denote by pn+1

X : An+1
X → X the fibred product of n+ 1 copies of p. The total

space of the fibred join of n+ 1 copies of p is the quotient space

JnX(A) = An+1
X ×∆n/ ∼

where ∼ is the equivalence relation generated by

(a0, . . . , ai, . . . , an, t0, . . . , ti, . . . , tn) ∼ (a0, . . . , a
′
i, . . . , an, t0, . . . , ti, . . . , tn)

if ti = 0. We denote a general element of An+1
X ×∆n by (a, t) and its class in JnX(A)

by 〈a | t〉. In these terms, we choose

(3) ∗ = 〈(∗, . . . , ∗) | (1, 0, . . . , 0)〉

as the base point in JnX(A)—naturally induced by the base points of A and ∆n.

The map pn : JnX(A) → X given by 〈a | t〉 7→ pn+1
X (a) is a (pointed) fibration,

called the (n + 1)-fold fibred join of p. If A = p−1(∗) is the fibre of p over ∗ ∈ X ,
then p−1

n (∗) is the quotient Jn(A) = An+1 ×∆n/ ∼ where the relation is the same
as above. The latter space is homotopically equivalent to the n-fold suspension of
the (n+ 1)-fold smash product of A with itself. More precisely, with the notation
introduced before, the following composite of identification maps

(4) Jn(A)
r

−→ Σ̃nAn+1 −→ Σ̃nA∧n+1

is a homotopy equivalence.

Theorem 3.4. Let p : A → X be a (surjective) fibration with X paracompact. If
n ≥ 1 or A is path-connected, then secat(p) ≤ n if and only if pn : JnX(A) → X
admits a (pointed) homotopy section.

Most of the standard formulations of Theorem 3.4 in the literature (e.g. [32,
Theorem 3]) are base-point free. In our context, the hypothesis “n ≥ 1 or A path-
connected” in Theorem 3.4 assures that the fiber of pn is path-connected. The
pointed homotopy section (and even a pointed section) is then warranted since
spaces are well pointed and pn is a pointed fibration.

Remark 3.5. For any n ≥ 0 there is a commutative diagram

(5) Jn(A)
in //

� _

��

JnX(A)
� _

n

��
CJn(A)

κn // Jn+1
X (A).

The inclusions n : JnX(A) → Jn+1
X (A) are given by

〈a | t〉 7→ 〈a, an+1 | t, 0〉

where a ∈ An+1
X , t ∈ ∆n and an+1 is any element of A with (a, an+1) ∈ An+1

X . They

are compatible with the maps pn and pn+1. The maps κn : CJn(A) → Jn+1
X (A)

are given by [〈a | t〉, u] 7→ 〈a, ∗ | (1− u)t, u〉. Notice that this map factors through
the inclusion Jn+1(A) → Jn+1

X (A).
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Coming back to topological complexity and category, we suppose that X is path-
connected and paracompact with base point ∗ ∈ X . Then we have

TC(X) = secat(πX : XI → X ×X) and cat(X) = secat(pX : PX → X)

where PX ⊂ XI is the space of paths beginning at the base point ∗ ∈ X and
pX(γ) = γ(1).

The fibred join of n + 1 copies of pX will be denoted by gn(X) : Gn(X) → X
and referred as the n-th Ganea fibration of X . Thus cat(X) ≤ n if an only if
gn(X) : Gn(X) → X admits a (pointed) homotopy section. It is well-known that

G1(X) ≃ Σ̃ΩX with g1(X) homotopic to the adjoint of the identity map on ΩX ,

and that when X = Σ̃A is a suspension and n ≥ 1, gn(Σ̃A) admits a canonical
section given by the composition

s0 : Σ̃A→ Σ̃ΩΣ̃A ≃ G1(Σ̃A) →֒ Gn(Σ̃A)

where Σ̃A→ Σ̃ΩΣ̃A is the suspension of the adjoint of the identity map on Σ̃A.
Likewise, the fibred join of n+1 copies of πX : XI → X ×X will be denoted by

gTC
n (X) : GTC

n (X) → X ×X and referred as the n-th TC-Ganea fibration of X.
Thus TC(X) ≤ n if and only if gTC

n (X) : GTC
n (X) → X ×X admits a (pointed)

homotopy section.
Both gn(X) and gTC

n (X) have as fibre (over the corresponding base points ∗
and (∗, ∗)) the join Jn(ΩX) of n + 1 copies of the based loop space ΩX . When
considering the Ganea fibrations, we denote this space by Fn(X). The inclusions
will be denoted by

in(X) : Fn(X) → Gn(X) and iTC
n (X) : Fn(X) → GTC

n (X).

As mentioned before, the inclusions

Gn(X) →֒ Gn+1(X) and GTC
n (X) →֒ GTC

n+1(X)

correspond to inclusions on the first n+1 factors. The constructions Gn, G
TC
n and

Fn are homotopy functors.

Proposition 3.6. The map χ : P (X ×X) = PX × PX → XI given by (α, β) 7→
α−1β induces a map χ̄ : Ω(X ×X) = ΩX ×ΩX → ΩX and commutative diagrams
for any n:

Fn(X ×X)

in(X×X)

��

χ̄n // Fn(X)

iTC
n (X)

��
Gn(X ×X)

gn(X×X) &&◆◆
◆◆

◆◆
◆◆

◆◆

χn // GTC
n (X)

gTC
n (X)yyrrr

rr
rr
rr
r

X ×X.

This fact will be important in later sections, as it will allow us to construct Hopf
invariants for TC(X) from Hopf invariants for cat(X ×X).

Next we define relative sectional category and give some of its properties.

Definition 3.7. Let p : A → X be a fibration and let ϕ : K → X be any map.
The sectional category of p : A → X relative to ϕ : K → X, denoted by secatϕ(p),
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is the sectional category of ϕ∗p, the pullback of p under ϕ. If K ⊆ X and ϕ is the
inclusion, we denote secatϕ(p) =: secatK(p). In particular, secatX(p) = secat(p).

Proposition 3.8. Let p : A → X be a (surjective) fibration with fibre A, and let
ϕ : K → X be any map. The relative sectional category satisfies the following
properties:

(1) If ψ : K → X is homotopic to ϕ, then secatψ(p) = secatϕ(p).
(2) secatϕ(p) ≤ secat(p).
(3) secatϕ(p) ≤ cat(K).

(4) If πi(A) = 0 for i < r then3 secatϕ(p) ≤
hdim(K)
r+1 .

(5) Suppose there are cohomology classes x1, . . . , xk ∈ H∗(X) with any coeffi-
cients such that p∗(x1) = · · · = p∗(xk) = 0 and ϕ∗(x1 · · ·xk) 6= 0. Then
secatϕ(p) ≥ k.

In addition, if either n ≥ 1 or A is path-connected, then

(6) secatϕ(p) equals the smallest n such that the map ϕ : K → X admits a
(pointed) lift through pn : JnX(A) → X.

If ϕ : K → X we denote secatϕ(pX) by catϕ(X), or by catK(X) when ϕ is an
inclusion. Similarly if ϕ : K → X ×X we denote secatϕ(πX) by TCϕ(X), or by
TCK(X) when ϕ is an inclusion. Note that this notation differs from the notation
for subspace category and subspace topological complexity used in [4], [8] and [19],
for example.

The main advantage of relative sectional category over its absolute counterpart
is monotonicity: if K ⊆ K ′ ⊆ X and p : A → X is a fibration, then secatK(p) ≤
secatK′(p). Moreover, the relative sectional category either remains the same or
increases by one on attaching a cell, or more generally on attaching a cone along a
map. The following result and its proof are integral to the results in this paper.

Proposition 3.9. Let p : A → X be a fibration. Suppose that X = K ∪α CS is
the mapping cone of a map α : S → K. Then

secatK(p) ≤ secat(p) ≤ secatK(p) + 1.

Proof. We may assume from the outset that α is a closed cofibration, and therefore
an inclusion. This follows from Proposition 3.8 (1) and the standard construction,
replacing K with the mapping cylinder of α. In particular, S, CS, K, and X all
share the base point ∗ = [∗, 0].

Assume secatK(p) = n, and choose a (pointed) lift φ : K → JnX(A) of the
inclusion ι : K →֒ X through the (n+ 1)-fold fibred join pn : JnX(A) → X . Let

ht : CS → X = K ∪S CS

be a (pointed) homotopy which contracts the cone to its base point (indicated
above). Then h′t = ht|S : S → X is a (pointed) null-homotopy of ι ◦α = pn ◦ φ ◦α.
Since pn is a (pointed) fibration, we can lift h′t to a (pointed) homotopy ℓt : S →
Jn(A) from ℓ0 = φ ◦ α to a map ℓ1 : S → Jn(A) which actually takes values in
Jn(A) = p−1

n (∗). Since α is a (pointed) cofibration, and since ℓ0 is extended by φ,
we can extend ℓt to a (pointed) homotopy kt : K → JnX(A) from k0 = φ to a map

3We write hdim(K) for the homotopy dimension of K, i.e. the smallest dimension of CW
complexes having the homotopy type of K.
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k1 = φ′ : K → JnX(A) whose restriction φ′ ◦ α takes values in Jn(A). We therefore
have a strictly commuting square

S
α //

H

��

K

φ′

��
Jn(A)

in // JnX(A)

where the map H is obtained by restriction of domain and codomain. Note that
pn ◦ kt is a homotopy from ι to pn ◦ φ′.

The maps

CS
CH
−→ CJn(A)

κn−→ Jn+1
X (A) and K

φ′

−→ JnX(A)
n
−→ Jn+1

X (A)

agree on S and so together define a map σ : X → Jn+1
X (A). We claim that σ is

a homotopy section of pn+1 : Jn+1
X (A) → X , and therefore secat(p) ≤ n + 1 =

secatK(p) + 1.
To prove the claim we exhibit an explicit homotopy from the identity map of

X = K ∪S CS to pn+1 ◦ σ. By construction, the homotopies ht : CS → X and
pn ◦ kt : K → X agree on S, and therefore glue together to give a homotopy
Ht : X → X . It is clear that H0 is the identity. On the other hand, H1 = pn+1 ◦ σ
because, again by construction, both maps send CS to the basepoint ∗ and are
given by pn+1 ◦ n ◦ φ′ = pn ◦ φ′ on K.

The inequality secatK(p) ≤ secat(p) comes directly from item (2) in Proposi-
tion 3.8. �

Corollary 3.10. Let p : A → X be a fibration, and let ϕ : X ′ → X be any map.
Suppose that X ′ = K ∪α CS is the mapping cone of a map α : S → K. Then

secatϕ|K (p) ≤ secatϕ(p) ≤ secatϕ|K (p) + 1.

Proof. This is Proposition 3.9 applied to ϕ∗p. �

Corollary 3.11. For any fibration p : A → X we have secat(p) ≤ cl(X) where
cl(X) denotes the cone length of X.

Corollary 3.11 is of course improved by the standard estimate secat(p) ≤ cat(X).
The real strength of Proposition 3.9 will become apparent with the constructions
in the next section.

Remark 3.12. We could have given a simpler proof of Proposition 3.9 using
Lemma 4.2 in the next section. Note however that the above proof furnishes a
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strictly commuting cubical diagram

S
α //

H

zz✈✈✈
✈✈
✈✈
✈✈
✈

� _

��

K

ι

��

φ′

{{✈✈
✈✈
✈✈
✈✈
✈

Jn(A) //
� _

��

JnX(A)

��

CS //

CHzz✈✈
✈✈
✈✈
✈✈
✈

X

σ

{{✇✇
✇✇
✇✇
✇✇
✇

CJn(A)
κn // Jn+1

X (A)

in which φ′ is a (pointed) homotopy lifting of ι through pn and σ is a (pointed)
homotopy section of pn+1. This diagram will be especially important in what
follows.

4. Hopf invariants for sectional category

In this section we introduce the Hopf invariants which determine whether the
relative sectional category increases on attaching a cone. We give the main defi-
nitions in Subsection 4.1, and then in Subsection 4.2 prove a fundamental result
about Hopf invariants of product fibrations.

4.1. Definitions. Before giving the definition of the Hopf invariants considered in
this paper, we record a couple of technical lemmas.

Lemma 4.1. Given any fibration p : A → X and n ≥ 1, the (n+1)-fold fibred join

pn : JnX(A) → X splits after looping once. Consequently, if Y = Σ̃S is a suspension,
then the induced maps of (pointed) homotopy groups (pn)∗ : [Y, JnX(A)] → [Y,X ]
and (in)∗ : [Y, Jn(A)] → [Y, JnX(A)] are split surjective and split injective, respec-
tively.

Proof. Using a (pointed) lifting function for p we may construct a map χ : PX → A
rendering the following diagram commutative:

PX
χ //

pX !!❉
❉❉

❉❉
❉❉

❉ A

p
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦

X

The fibred join construction is functorial for fibrewise maps, and so we obtain
diagrams

Gn(X) //

gn(X) ##❋
❋❋

❋❋
❋❋

❋❋
JnX(A)

pn
||①①
①①
①①
①①

X

, ΩGn(X) //

Ωgn(X) $$■
■■

■■
■■

■■
ΩJnX(A)

Ωpnzz✉✉✉
✉✉
✉✉
✉✉

ΩX

for each n ≥ 0. Since Ωgn(X) admits a homotopy section for n ≥ 1 (see [4, Exercise
2.1], for instance) so does Ωpn, and the result follows. �
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Lemma 4.2. Let S
α
→ K

ι
→ X = K ∪α CS be a cofibration sequence, and let

ρ : Z → X and φ : K → Z be maps with homotopies φ ◦ α ≃ ∗ and ρ ◦ φ ≃ ι. If

ρ∗ : [Σ̃S,Z] → [Σ̃S,X ] is surjective, then there exists a map σ : X → Z and pointed
homotopies σ ◦ ι ≃ φ and ρ ◦ σ ≃ IdX .

Proof. This is a slight generalization of [4, Lemma 6.28], with the same proof. �

Definition 4.3. Let p : A → X be a fibration. Suppose that X = K ∪α CS is
the mapping cone of a map α : S → K. Suppose also that secatK(p) ≤ n, and let
φ : K → JnX(A) be a (pointed) homotopy lifting of the inclusion ι : K →֒ X through
pn : JnX(A) → X . As in the proof of Proposition 3.9, consider a pointed-homotopy
commutative diagram

S
α //

H

��

K

φ

��
Jn(A)

in // JnX(A).

If n ≥ 1 and S is a reduced suspension, then by Lemma 4.1 the pointed-homotopy
class of the map H : S → Jn(A) depends only on the pointed-homotopy classes
of α and φ. Any representative of this class will be denoted H(p) = Hn

φ,α(p) and

called the Hopf invariant associated to the data (p, n, φ, α). The set of all such Hopf
invariants as φ ranges over all possible (pointed) lifts is denoted H(p) = Hn

α(p) and
called the Hopf set associated to (p, n, α).

Proposition 4.4. Under the conditions of Definition 4.3, we have secat(p) ≤ n if
and only if the Hopf set Hn

α(p) contains the trivial element.

Proof. Suppose there is a lift φ : K → JnX(A) such that the associated Hopf invari-
ant Hn

φ,α(p) : S → Jn(A) is null-homotopic. Then φ ◦ α ≃ ∗ and so Lemma 4.2
gives a homotopy section σ of pn extending φ up to pointed homotopy.

Conversely, suppose that secat(p) ≤ n and let σ : X → JnX(A) be a homotopy
section of pn. Then φ := σ ◦ ι : K → JnX(A) is a homotopy lifting of ι through pn
satisfying φ ◦ α ≃ ∗, whose associated Hopf invariant is therefore trivial. �

Proposition 4.5. Under the conditions of Definition 4.3, suppose that the fibre A
is (r − 1)-connected with r ≥ 1. If hdim(K) < (n + 1)r + n, then the Hopf set
Hn
α(p) consists of a single element.

Proof. Note that we are assuming secatK(p) ≤ n, so that the Hopf set is non-
empty. If A is (r − 1)-connected then Jn(A) is

(
(n + 1)r + n − 1

)
-connected.

Then pn is an
(
(n + 1)r + n

)
-equivalence, and it follows that the induced map

(pn)∗ : [K, JnX(A)] → [K,X ] is bijective when hdim(K) < (n + 1)r + n (see [34,
Corollary 7.6.23]). Thus the lifting φ of ι is unique up to homotopy. �

Example 4.6 (Berstein–Hilton–Hopf invariants [2, 4, 25, 26, 35]). Let K be a
path-connected space with cat(K) ≤ n ≥ 1, and let α : Sq → K be a map with
q ≥ 1. The cofiber X = K∪αCS of α satisfies cat(X) ≤ n+1. Berstein and Hilton
introduced in [2] generalized Hopf invariants to detect whether cat(X) ≤ n. Here
we give the modification of their definition used by Iwase in [25].

Let s : K → Gn(K) be a (pointed) section of gn(K) : Gn(K) → K, the n-th
Ganea fibration of K. Then we define:
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• H ′
s(α) := s ◦α−Gn(α) ◦ s0 ∈ πq(Gn(K)) where s0 is the canonical section

of gn(S
q).

• Hs(α) ∈ πq(Fn(K)) the unique (up to homotopy) map satisfying H ′
s(α) =

in(K) ◦Hs(α).

Both of these elements will be called the Berstein–Hilton–Hopf invariant of α
associated to s. The set of such elements as s ranges over all (homotopy classes of)
such sections is denoted H′(α) ⊆ πq(Gn(K)) or H(α) ⊆ πq(Fn(K)), and called the
Berstein–Hilton–Hopf set of α. If K is a CW-complex, it is shown in [4, Section 6.4]
that

(6) cat(X) ≤ n if and only if 0 ∈ H(α), provided max{dim(K), 2} ≤ q.

We now make explicit the relationship of these Berstein–Hilton–Hopf invariants
with the Hopf invariants discussed in this section. Let ι : K → X denote the
inclusion into the cofiber. By Proposition 3.8 we have catK(X) ≤ cat(K) ≤ n, and
indeed

(7) φ = Gn(ι) ◦ s : K → Gn(X)

is a (pointed) lifting of ι through gn(X). Then the associated Hopf invariant
Hn
φ,α(g0(X)) : Sq → Fn(X) satisfies Hn

φ,α(g0(X)) = Fn(ι) ◦ Hs(α). This follows
from the definitions, together with the diagram

Fn(K)
in(K) //

Fn(ι)

��

Gn(K)

Gn(ι)

��
Fn(X)

in(X) // Gn(X)

and the observation that Gn(ι) ◦ H
′
s(α) ≃ Gn(ι) ◦ s ◦ α since Gn is a homotopy

functor and ι ◦ α is null-homotopic. Thus

(8) Fn(ι)∗
(
H(α)

)
⊆ Hn

α(g0(X)).

Finally, we note that (8) can be improved to an equality under the hypothesis
in (6). Namely, if K is a connected complex and q ≥ max{dim(K), 2}, then the
maps Fn(ι) : Fn(K) → Fn(X) andGn(ι) : Gn(K) → Gn(X) are (q+1)-equivalences
for all n ≥ 1, by [4, Lemma 6.26]. Consequently, any (pointed) homotopy lift φ
of ι through gn(X) arises as in (7) for some s, so that in fact Fn(ι)∗

(
H(α)

)
=

Hn
α(g0(X)). Furthermore, the triviality ofHn

φ,α(g0(X)) is equivalent to the triviality

of Hs(α), so that Proposition 4.4 recovers (6).

Example 4.7 (cat-Hopf invariants of spheres). Let q ≥ 2. We may regard the
q-sphere Sq as the cofiber C−Sq−1 ∪α CS

q−1 of the inclusion α : Sq−1 →֒ C−Sq−1

of the base of the cone C−Sq−1 = Sq−1 × [−1, 0]/Sq−1 × {−1}. The base point of
this cone is [∗, 0], where ∗ is the base point of Sq−1, and α is a pointed cofibration.
Here, catC−Sq−1(Sq) = 0 and cat(Sq) = 1. Since n = 0 and the fibration g0(S

q) :
G0(S

q) → Sq does not split after looping, the uniqueness statement in Definition 4.3
breaks down. We can, however, define a Hopf invariant H0(Sq) as follows.

Fix a pointed homotopy equivalence ξ : Sq → Σ̃Sq−1 between Sq defined as
above and the reduced suspension of Sq−1, and let ξ−1 denote a pointed homotopy

inverse of ξ. Denote by η : Sq−1 → ΩΣ̃Sq−1 the standard adjunction, given by
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η(x)(t) = [x, t]. We define η̃ : Sq−1 → F0(S
q) to be the composition

Sq−1 η
→ ΩΣ̃Sq−1 Ωξ−1

→ ΩSq = F0(S
q),

and note that η̃ is a pointed map.
With these preliminaries, we can construct a commuting diagram

Sq−1 //

η̃

yysss
ss
ss
ss
s

� _

��

C−Sq−1

��

φ′

yysss
ss
ss
ss
s

F0(S
q) //
� _

��

G0(S
q)

��

CSq−1 //

Cη̃

yysss
ss
ss
ss
s

Sq

σ

yysss
ss
ss
ss
s

CF0(S
q) // G1(S

q)

where φ′([x, u])(t) = η̃(x)
(
(1 + u)t

)
, which is of course a homotopy lifting of the

inclusion C−Sq−1 →֒ Sq through g0(S
q), and

σ([x, u]) =

{ 〈
φ′([x, u]), φ′([x, u]) | 1, 0

〉
, −1 ≤ u ≤ 0;〈

η̃(x), ∗ | 1− u, u
〉
, 0 ≤ u ≤ 1.

It is straightforward to check that the diagram commutes and σ : Sq → G1(S
q) is a

homotopy section of g1(S
q). The situation is now analogous to that in Remark 3.12

and we may therefore consider the homotopy class of η̃ as the Hopf invariantH0(Sq).
Note that, by construction, H0(Sq) is homotopic to the adjoint of the identity on

Σ̃Sq−1 and, therefore, can be identified up to homotopy to the inclusion of the
bottom cell in F0(S

q) = ΩSq ≃ Sq−1 ∪ e2(q−1) ∪ · · · .

4.2. Products. Let p : A → X and q : B → Y be fibrations with respective fibres
A and B. The goal of this section —and a major accomplishment of this paper—
is the explicit construction (in Theorem 4.12 below) of a Hopf invariant H(p× q)
of the product p× q : A× B → X × Y in terms of given Hopf invariants H(p) and
H(q) of the factors p and q. The strength of the construction comes from the tight
homology control we get on H(p× q) (Theorems 4.8 and 7.4 below).

In slightly more detail, for each pair of non-negative integers n and m, there are
maps ΦA,Bn,m and ΨA,B

n,m fitting in a commutative diagram

(9) Jn(A)⊛ Jm(B)
ΦA,Bn,m //

W

��

Jn+m+1(A×B)

in+m+1

��
Jn+1
X (A) × JmY (B) ∪ JnX(A)× Jm+1

Y (B)
ΨA,B
n,m //

W ′

��

Jn+m+1
X×Y (A× B)

(p×q)n+m+1

��
Jn+1
X (A)× Jm+1

Y (B)
pn+1×qm+1 // X × Y

where W and W ′ are obvious maps induced by the inclusions in (5)—c.f. (10) be-
low. For Ganea fibrations, such diagrams (9) have already been (at least implicitly)
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constructed and used, in particular in [25] and [26]. In Section 7, we give a new,
explicit, and natural construction of the maps ΦA,Bn,m and ΨA,B

n,m, which exhibits the
former one as a sort of topological shuffle map, enabling us to understand the effect
of ΦA,Bn,m in homology. In particular:

Theorem 4.8. Let p ≥ 2. The degree d of the map S(n+m+2)p−1 → S(n+m+2)p−1

induced by restriction of the composition

Fn(S
p)⊛ Fm(Sp)

ΦΩSp,ΩSp

n,m // Fn+m+1(S
p × Sp)

χ̄n+m+1// Fn+m+1(S
p)

to the bottom cell is given by

±d = #(S+
n+1,m+1) + (−1)p#(S−

n+1,m+1)

where S+
n+1,m+1 (resp. S−

n+1,m+1) stands for the set of (n + 1,m + 1) shuffles of

positive (resp. negative) signature.

The map χ̄n+m+1 has been introduced in Proposition 3.6. The detailed construc-
tion of the maps in (9), and the proof of Theorem 4.8 is postponed to Section 7.
Here we highlight a few key instances.

Examples 4.9. (a) The map S4p−1 → S4p−1 induced by restriction to the bottom
cell of the composite

F1(S
p)⊛ F1(S

p)
ΦΩSp,ΩSp

1,1 // F3(S
p × Sp)

χ̄3 // F3(S
p)

has degree ±(4 + 2(−1)p).
(b) The composite

F1(S
p)⊛ F0(S

p)
ΦΩSp,ΩSp

1,0 // F2(S
p × Sp)

χ̄2 // F2(S
p)

induces a map S3p−1 → S3p−1 by restriction to the bottom cell. The degree of
this map is ±(2 + (−1)p).

(c) The composite

F0(S
p)⊛ F0(S

p)
ΦΩSp,ΩSp

0,0 // F1(S
p × Sp)

χ̄1 // F1(S
p)

induces a map S2p−1 → S2p−1 by restriction to the bottom cell. The degree of
this map is ±(1 + (−1)p).

We now explain how the maps ΦA,Bn,m can be used to construct (in Theorem 4.12
below) a Hopf invariant H(p× q) out of Hopf invariants H(p) and H(q). We begin
by recalling the exterior join construction [1, 30, 35]. The following result is a slight
generalization of [35, Proposition 2.9].

Proposition 4.10. Given commutative diagrams

S(i)
f(i) //

� _

��

K(i)

g(i)

��
CS(i)

F (i)
// X(i)
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for i = 1, 2, consider the commutative cube

S(1)× S(2)

f(1)×f(2)

vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥

� _

��

� � // CS(1)× S(2)

F (1)×f(2)vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠

� _

��

K(1)×K(2)
g(1)×1 //

1×g(2)

��

X(1)×K(2)

1×g(2)

��

S(1)× CS(2) �
� //

f(1)×F (2)

vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥

CS(1)× CS(2)

F (1)×F (2)vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠♠

K(1)×X(2)
g(1)×1

// X(1)×X(2).

Recall S(1)⊛S(2) is the push-out of the “back” face of the above cube with whisker
map given by the obvious inclusion S(1) ⊛ S(2) →֒ CS(1) × CS(2). Likewise, let
X(1)×K(2)∪K(1)×X(2) stand for the push-out of the “front” face of the above
cube, and let

(10) S(1)⊛ S(2)
W
−→ X(1)×K(2) ∪K(1)×X(2)

W ′

−→ X(1)×X(2)

be the obvious whisker maps. We obtain a commutative diagram

(11) S(1)⊛ S(2)
W //

� _

��

X(1)×K(2) ∪K(1)×X(2)

W ′

��
CS(1)× CS(2)

F (1)×F (2) // X(1)×X(2).

If the two initial diagrams are homotopy push-outs (respectively, strict push-outs),
then so is (11). Furthermore, this construction is natural in the following sense.
Suppose for i = 1, 2 there are maps H(i) : S(i) → S′(i), φ(i) : K(i) → K ′(i) and
σ(i) : X(i) → X ′(i) rendering the following cube commutative:

S(i)

H(i)zz✉✉
✉✉
✉✉
✉✉
✉

� _

��

// K(i)

φ(i){{①①
①①
①①
①①

��

S′(i) //
� _

��

K ′(i)

��

CS(i) //

CH(i)zz✉✉
✉✉
✉✉
✉✉
✉

X(i)

σ(i){{①①
①①
①①
①①

CS′(i) // X ′(i)

Then there results a commutative cube
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S(1)⊛ S(2)

H(1)⊛H(2)

uu❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧

� _

��

// X(1)×K(2) ∪K(1)×X(2)

W ′′

ss❣❣❣❣❣
❣❣❣

❣❣❣
❣❣❣

❣❣❣
❣❣❣

��

S′(1)⊛ S′(2) //
� _

��

X ′(1)×K ′(2) ∪K ′(1)×X ′(2)

��

CS(1)× CS(2) //

CH(1)×CH(2)
uu❧❧❧

❧❧
❧❧
❧❧
❧❧
❧❧

X(1)×X(2)

σ(1)×σ(2)ss❣❣❣❣❣
❣❣❣

❣❣❣
❣❣❣

❣❣❣
❣❣❣

CS′(1)× CS′(2) // X ′(1)×X ′(2)

where W ′′ is the obvious whisker map.

Remark 4.11. As shown in [35, Lemma 2.8], CS(1)×CS(2) is homeomorphic to
C(S(1) ⊛ S(2)) in such a way that the inclusion S(1) ⊛ S(2) →֒ CS(1) × CS(2)
corresponds to the inclusion of the base of the cone.

The following is a generalisation to arbitrary fibrations of a result due to Iwase
([25, Proposition 5.8], [26, Theorem 5.5], see also [22]).

Theorem 4.12. Let p : A → X and q : B → Y be fibrations with respective fibres
A and B. Suppose that X = K ∪α CS is the cofibre of a map α : S → K, and
Y = L ∪β CT is the cofibre of a map β : T → L, where S and T are reduced
suspensions. If secatK(p) ≤ n with Hopf invariant Hn

φ,α(p) : S → Jn(A) associated

to a (pointed) homotopy lifting φ : K → JnX(A) of the inclusion K →֒ X through
pn, and secatL(q) ≤ m with Hopf invariant Hm

ψ,β(q) : T → Jm(B) associated to a

(pointed) homotopy lifting ψ : L → JmY (B) of the inclusion L →֒ Y through qm (as
in Definition 4.3), then secatX×L∪K×Y (p× q) ≤ n+m+1 with Hopf invariant the
composition

S ⊛ T
Hnφ,α(p)⊛H

m
ψ,β(q) // Jn(A) ⊛ Jm(B)

ΦA,Bn,m // Jn+m+1(A×B).

Proof. We have commutative cubes

S
α //

Hnφ,α(p)

zz✈✈✈
✈✈
✈✈
✈✈
✈

� _

��

K

��

φ′

{{✈✈
✈✈
✈✈
✈✈
✈

T
β //

Hmψ,β(q)

zz✉✉✉
✉✉
✉✉
✉✉
✉

� _

��

L

��

ψ′

{{✈✈
✈✈
✈✈
✈✈
✈

Jn(A) //
� _

��

JnX(A)

��

Jm(B) //
� _

��

JmY (B)

��

CS //

CHnφ,α(p)
zz✈✈
✈✈
✈✈
✈✈
✈

X

σ

{{✇✇
✇✇
✇✇
✇✇
✇

CT //

CHmψ,β(q)zz✉✉
✉✉
✉✉
✉✉
✉

Y

τ

{{✇✇
✇✇
✇✇
✇✇
✇

CJn(A) // Jn+1
X (A) CJm(B) // Jm+1

Y (B)

constructed as in Proposition 3.9, where σ and τ are (pointed) homotopy sections
of pn+1 and qm+1 respectively. Applying the naturality statement of Proposition
4.10, and splicing the top and right faces of the resulting cube with diagram (9),
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yields a large diagram

S ⊛ T
W //

Hnφ,α(p)⊛H
m
ψ,β(q)

��

X × L ∪K × Y

��

W ′

// X × Y

σ×τ

��
Jn(A)⊛ Jm(B) //

ΦA,Bn,m

��

Jn+1
X (A) × JmY (B) ∪ JnX(A)× Jm+1

Y (B) //

ΨA,B
n,m

��

Jn+1
X (A) × Jm+1

Y (B)

pn+1×qm+1

��
Jn+m+1(A×B) // Jn+m+1

X×Y (A× B)
(p×q)n+m+1 // X × Y.

One easily sees that the middle vertical composition is a (pointed) homotopy lifting
of the inclusion X×L∪K×Y →֒ X×Y through (p×q)n+m+1 : Jn+m+1

X×Y (A×B) →
X×Y , hence secatX×L∪K×Y (p×q) ≤ n+m+1. The left-hand vertical composition
is the Hopf invariant associated to this lifting. �

Corollary 4.13. Let K and L be path-connected spaces, and let X = K ∪α e
q+1

and Y = L ∪β e
r+1 for maps α : Sq → K and β : Sr → L with q, r ≥ 1. Suppose

that cat(K) ≤ n and cat(L) ≤ m with n,m ≥ 1, and let s : K → Gn(K) and
σ : L→ Gm(L) be (pointed) sections of the respective Ganea fibrations. Then:

(a) cat(X × Y ) ≤ n+m+ 1 if the composition

Sq ⊛ Sr
Hs(α)⊛Hσ(β) // Fn(K)⊛ Fm(L)

ΦΩK,ΩL
n,m // Fn+m+1(K × L)

is null-homotopic.
(b) TC(X) ≤ 2n+ 1 if the composition

Sq ⊛ Sq
Hs(α)⊛Hs(α) // Fn(K)⊛ Fn(K)

ΦΩK,ΩK
n,n // F2n+1(K ×K)

χ̄2n+1 // F2n+1(K)

is null-homotopic. If in addition K = Sp (taking n = 1) with p ≥ 2 and
q ≤ 3p − 3, then the vanishing of the above composition is a necessary and
sufficient condition for TC(X) ≤ 3.

(c) If K = Sp, where p ≥ 2 and q ≤ 3p− 3, then TCX×Sp(X) ≤ 2 if and only if
the composition

Sq ⊛ Sp−1
Hs(α)⊛H

0(Sp)// F1(S
p)⊛ F0(S

p)
ΦΩSp,ΩSp

1,0 // F2(S
p × Sp)

χ̄2 // F2(S
p)

is null-homotopic.

Proof. (a) Naturality of the maps Φn,m, together with Theorem 4.12 applied to the
product of the fibrations g0(X) : G0(X) → X and g0(Y ) : G0(Y ) → Y , yield
catX×K∪L×Y (X × Y ) ≤ n+m+ 1 with Hopf invariant the lower composition
in the diagram

Sq ⊛ Sr
Hs(α)⊛Hσ(β) //

))❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚

Fn(K)⊛ Fm(L)

��

ΦΩK,ΩL
n,m // Fn+m+1(K × L)

��
Fn(X)⊛ Fm(Y )

ΦΩX,ΩY
n,m // Fn+m+1(X × Y ).

Here the vertical maps are induced by inclusions, whereas the slanted map is
Hn
Gn(ι)◦s,α

(g0(X))⊛Hm
Gm(ι)◦σ,β(g0(Y )). The result follows.
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(b) By naturality of the maps Φn,n and χ̄2n+1 we obtain a diagram

Sq ⊛ Sq
Hs(α)⊛Hs(α) //

))❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚

Fn(K)⊛ Fn(K)

��

ΦΩK,ΩK
n,n // F2n+1(K ×K)

��

χ̄2n+1 // F2n+1(K)

��
Fn(X)⊛ Fn(X)

ΦΩX,ΩX
n,n // F2n+1(X ×X)

χ̄2n+1 // F2n+1(X).

The diagram of Proposition 3.6 shows that composition with χ̄2n+1 takes
Hopf invariants for cat(X × X) to Hopf invariants for TC(X). Therefore
TCX×K∪K×X(X) ≤ 2n+ 1 with Hopf invariant the lower composition, which
yields the first assertion. For the second assertion, a homology argument shows
that the map F3(S

p) → F3(X) is a (3p+ q− 1)-equivalence (compare [4, proof
of Lemma 6.26]), so that the vanishing of the upper composition is equivalent
to the vanishing of the lower composition. The final conclusion then follows
from Proposition 4.5 since the hypothesis q ≤ 3p− 3 implies that the Hopf set
under consideration is a singleton.

(c) We can safely assume p ≤ q because if α is null-homotopic, then in fact Hs(α)
is null-homotopic and TC(X) ≤ 2. In particular, Proposition 4.5 and the
discussion in Example 4.6 imply that H(α) is a singleton. Think of Sp with the
cell structure in Example 4.7, so X ×Sp = X ×C−Sp−1 ∪ Sp×Sp ∪ ep+q+1.
The usual deformation retraction of the south hemisphere of Sp to its south
pole shows that the inclusion X ×∗ ∪ Sp× Sp →֒ X ×C−Sp−1 ∪ Sp× Sp is a
homotopy equivalence. Thus TCX×C−Sp−1∪Sp×Sp(X) = TCX×∗∪Sp×Sp(X) ≤
cl(X × ∗ ∪ Sp × Sp) ≤ 2. Further, since ΩX is (p− 2)-connected and

dim(X × ∗ ∪ Sp × Sp) = max{q + 1, 2p} < 3(p− 1) + 2 = 3p− 1,

the Hopf set under consideration is a singleton and is given by the lower com-
position in the diagram

Sq ⊛ Sp−1
Hs(α)⊛H

0(Sp)//

**❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚❚

F1(S
p)⊛ F0(S

p)

��

ΦΩSp,ΩSp

1,0 // F2(S
p × Sp)

��

χ̄2 // F2(S
p)

��
F1(X)⊛ F0(X)

ΦΩX,ΩX
1,0 // F2(X ×X)

χ̄2 // F2(X).

This proves the “if” statement. A homology argument shows that the map
F2(S

p) → F2(X) is a (2p+q−1)-equivalence (compare [4, proof of Lemma 6.26]),
and so the lower composition is essential if and only if the upper composition
is. This completes the proof.

�

5. Application: The topological complexity of 2-cell complexes

A 2-cell complex is a finite complex X = Sp ∪α e
q+1 presented as the mapping

cone of a map of spheres α : Sq → Sp, where q ≥ p ≥ 1. In this section we
investigate the topological complexity of 2-cell complexes, using the results of the
previous section together with the results of Section 7 presented in Examples 4.9.

Recall that the Lusternik–Schnirelmann category of X is determined as follows.
For p = q and

• deg(α) = ±1, X is contractible and cat(X) = TC(X) = 0.
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• deg(α) = 0, X ≃ Sp ∨ Sp+1 and cat(X) = 1 while TC(X) = 2.
• | deg(α)| > 1, cat(X) = 2 if p = 1, whereas cat(X) = 1 if p > 1.

(The behavior of TC(X) in the latter case is discussed below.) For p < q, we can
safely assume p ≥ 2—for otherwise α is null-homotopic, in which case cat(X) =
cat(Sp ∨ Sq+1) = 1. Then the Berstein–Hilton–Hopf set H(α) consists of a single
element represented by a map H(α) : Sq → F1(S

p), and we have

cat(X) =

{
1 if H(α) = 0,
2 if H(α) 6= 0.

Methods for computing H(α) for various α are given in [4, Chapter 6].
As for TC(X), we start by noticing that 1 ≤ TC(X) ≤ 2 whenever cat(X) = 1

(e.g. if q > p ≥ 2 and H(α) = 0). Actually, since X cannot be homotopy equivalent
to an odd-dimensional sphere, the main result of [20] implies that in fact TC(X) =
2. This happens whenever α is null-homotopic, or more generally a suspension.
Therefore in what follows we will assume we are outside of the stable range, i.e. we
assume q ≥ 2p− 1. Likewise, proof details will be limited to the case cat(X) = 2,
where 2 ≤ TC(X) ≤ 4.

When q = 2p− 1 it is possible to give a complete computation of TC(X) using
mainly cohomological arguments. We first address the case p = 1.

Theorem 5.1. Let X be the mapping cone of a map α : S1 → S1, whose degree
we denote by dα. Then

TC(X) =





2 if dα = 0,
0 if dα = ±1,
3 if dα = ±2,
4 otherwise.

Proof. The first two cases have been dealt with above. If dα = ±2 then X ≃ RP 2,
and the result follows from [12] since the immersion dimension of RP 2 is 3.

The remaining case can be dealt with using TC-weights of cohomology classes
(see [10], [8, Section 4.5], [9, Section 4]). Here X ≃ M(Z/k, 1) is a mod k Moore
space, where k = |dα| > 2. Let x ∈ H1(X ;Z/k) ∼= Z/k and y ∈ H2(X ;Z/k) ∼= Z/k
be generators. Then y = β(x) where β is the mod k Bockstein operator. The class

y = 1× y − y × 1 ∈ H2(X ×X ;Z/k)

therefore has TC-weight 2, by [10, Theorem 6]. An easy calculation gives

0 6= y2 = −2y × y ∈ H4(X ×X ;Z/k) ∼= Z/k,

and so TC(X) ≥ 2 + 2 = 4 by [10, Proposition 2]. Since TC(X) ≤ 2 cat(X) ≤ 4,
this completes the proof. �

In the case of a map α : S2p−1 → Sp with p ≥ 2, the Berstein–Hilton–Hopf
invariant H(α) ∈ π2p−1(F1(S

p)) agrees with the classical Hopf invariant h(α) ∈ Z

up to a sign. To be more explicit, projection onto the bottom cell of

F1(S
p) = ΩSp ⊛ ΩSp ≃ Σ(ΩSp ∧ ΩSp) ≃ S2p−1 ∨ S3p−2 ∨ · · ·

induces an isomorphism

π2p−1(F1(S
p)) ∼= π2p−1(S

2p−1) ∼= Z,

which sends H(α) to ±h(α), see [4, Section 6.2].
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Theorem 5.2. Let X be the mapping cone of a map α : S2p−1 → Sp with p ≥ 2
and classical Hopf invariant h(α) ∈ Z. Then

TC(X) =

{
2 if h(α) = 0,
4 if h(α) 6= 0.

Proof. If h(α) = 0 then H(α) = 0 and TC(X) = 2, as already noted above.
Let u ∈ Hp(X ;Z) and v ∈ H2p(X ;Z) be generators of the integral cohomology

groups of X . The cup product structure is given by uv = v2 = 0 and u2 = h(α)v.
Therefore, if h(α) 6= 0 (so p is even), we calculate that

0 6= (1× u− u× 1)4 = 6 h(α)2 v × v ∈ H4p(X ×X ;Z) ∼= Z.

Hence TC(X) ≥ 4 by the usual zero-divisors cup-length lower bound. Since
TC(X) ≤ 4 this completes the proof. �

In the remainder of the section, and unless it is explicitly noted otherwise, we
assume that α : Sq → Sp is a map of spheres with 2p − 1 < q ≤ 3p − 3 (so
q − 1 > p ≥ 3). Such a map is said to be in the metastable range. In this range,
projection onto the bottom cell induces an isomorphism πq

(
F1(S

p)
)
∼= πq(S

2p−1).

The image of H(α) under this isomorphism is a map H0(α) : Sq → S2p−1. Note
that this map is in the stable range, and is therefore a suspension. As noted above,
we will assume H0(α) 6= 0, so that cat(X) = 2 and 2 ≤ TC(X) ≤ 4.

Using Corollary 4.13, we give necessary and sufficient conditions for TC(X) ≤ 3
(Theorem 5.4 below), and sufficient conditions for TC(X) ≥ 3 (Theorem 5.5 below).
In many cases we will be able to conclude TC(X) = 3. This will be achieved by
analyzing some of the Hopf sets associated to the cone decomposition

∗ = C0 ⊂ C1 ⊂ C2 ⊂ C3 ⊂ C4 = X ×X

given by C1 = Sp ∨Sp, C2 = (X ∨X)∪ (Sp × Sp), and C3 = (X × Sp)∪ (Sp ×X).
Each Ci+1 is the cone of an obvious map αi : Si → Ci, where S0 = Sp−1 ∨ Sp−1,
S1 = Sq ∨S2p−1 ∨Sq, S2 = Sp+q ∨Sp+q, and S3 = S2q+1. In these terms, we write
Hni
i = {Hni

φ,αi
}φ for the Hopf set arising, as in Definition 4.3, from the inequality

TCCi(X) ≤ ni and all possible homotopy commutative diagrams

(12) Fni(X)

��
GTC
ni

(X ;Ci+1)

��
Si αi

//

H
ni
φ,αi

66

Ci
� � //

φ
77

Ci+1.

Here the vertical fibration is the restriction over the inclusion Ci+1 →֒ X × X of
the ni-th TC-Ganea fibration Fni(X) → GTC

ni
(X) → X ×X .

Example 5.3. Note that Proposition 3.9 and the hypothesis H0(α) 6= 0 yield

(13) 2 ≥ TCC2
(X) ≥ TCX×∗(X) = cat(X) = 2

and, therefore, TCC1
(X) = 1. Proposition 4.4 then implies that the “first” two

Hopf sets H0
0 and H1

1 do not contain the trivial class. Thus, the actual value of
TC(X) ∈ {2, 3, 4} is determined by the nature of the two “top” obstructions H2

2
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and Hm
3 for m = TCC3

(X). For instance, if H2
2 is non-trivial, the actual value of

TC(X) ∈ {3, 4} is determined by the nature of H3
3. The latter two Hopf sets are

fully described (in the metastable range) by the next results.

Theorem 5.4. Let X = Sp ∪α e
q+1, where α : Sq → Sp is in the metastable

range 2p − 1 < q ≤ 3p − 3 and H0(α) 6= 0. Then H3
3 is a singleton and, up

to an isomorphism, it consists of the homotopy class (4 + 2(−1)p)H0(α) ⊛H0(α).
Consequently, TC(X) ≤ 3 if and only if (4 + 2(−1)p)H0(α)⊛H0(α) = 0.

Proof. It has been shown in Corollary 4.13(b) that, with the present hypothesis,
H3

3 consists of a single element which, up to an isomorphism, can be identified with
the composition

Sq ⊛ Sq
H(α)⊛H(α) // F1(S

p)⊛ F1(S
p)

ΦΩSp,ΩSp

1,1 // F3(S
p × Sp)

χ̄3 // F3(S
p).

Up to homotopy, the first map factors as

Sq ⊛ Sq
H(α)⊛H(α) //

H0(α)⊛H0(α) ))❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚❚❚
F1(S

p)⊛ F1(S
p)

S2p−1 ⊛ S2p−1
?�

OO

By Example 4.9(a), the degree of the composition χ̄3 ◦Φ
ΩSp,ΩSp

1,1 on the bottom cell

S4p−1 is ±(4 + 2(−1)p). The result follows since the bottom cell of F3(S
p) splits

off as a wedge summand. �

In Theorem 5.4, H0(α) : Sq → S2p−1 lies in the stable stem πSq−2p+1. Since
the join product H0(α)⊛H0(α) (which is the suspension of the smash product) is
anti-commutative, we get that H0(α)⊛H0(α) = (−1)q−2p+1H0(α)⊛H0(α), which
is of order 2 if q is even. In particular H3

3 is trivial, and thus TC(X) ≤ 3, whenever
q is even.

Theorem 5.5. Let X = Sp ∪α e
q+1, where α : Sq → Sp is in the metastable

range 2p− 1 < q ≤ 3p− 3 and H0(α) 6= 0. Then H2
2 is a singleton and, up to an

isomorphism, it consists of the homotopy class (2 + (−1)p)H0(α). In particular,
TC(X) ≥ 3 provided (2 + (−1)p)H0(α) 6= 0.

Remark 5.6. Let C′
2 = (X×∗)∪ (Sp×Sp) and C′′

2 = (∗×X)∪ (Sp×Sp), so that
X×Sp and Sp×X are obtained respectively from C′

2 and C′′
2 by attaching, in each

case, a cell of dimension p+q+1. Note that X×∗ ⊂ C′
2 ⊂ C2 and ∗×X ⊂ C′′

2 ⊂ C2,
so that (13) yields the equalities TCC2

(X) = TCC′
2
(X) = TCC′′

2
(X) = 2. A key

point in the proof of Theorem 5.5 (given below) is the observation that such a
phenomenon remains valid after attaching the layer of (p+ q+1)-dimensional cells:
TC (X×Sp)∪(Sp×X)(X) = TCX×Sp(X) = TCSp×X(X) ∈ {2, 3}. Indeed, the three
relevant Hopf sets are proven to be singletons, each determined by (2+(−1)p)H0(α).

Proof of Theorem 5.5. It has been shown in Corollary 4.13(c) that, with the present
hypothesis, the Hopf set H(1) deciding the value of TCX×Sp(X) ∈ {2, 3} is the
singleton determined, up to an isomorphism, by the composition

Sq ⊛ Sp−1
H(α)⊛H0(Sp) // F1(S

p)⊛ F0(S
p)

ΦΩSp,ΩSp

1,0 // F2(S
p × Sp)

χ̄2 // F2(S
p).
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As noted in Example 4.7, the Hopf invariant

H0(Sp) : Sp−1 → ΩSp ≃ Sp−1 ∪ e2p−2 ∪ · · ·

is homotopic to the inclusion of the bottom cell. Therefore the first map in the
composition above factors as

Sq ⊛ Sp−1
H(α)⊛H0(Sp) //

H0(α)⊛Id
Sp−1 **❚❚❚

❚❚❚
❚❚❚

❚❚❚
❚❚❚

❚
F1(S

p)⊛ F0(S
p)

S2p−1 ⊛ Sp−1
?�

OO

The diagonal arrow can be identified with the p-th reduced suspension Σ̃pH0(α),
which is essential since H0(α) is stable. By Example 4.9(b), the degree of the

composition χ̄2 ◦ ΦΩSp,ΩSp

1,0 on the bottom cell S3p−1 is ±(2 + (−1)p). Since the

bottom cell of F2(S
p) splits off as a wedge summand, it follows that, up to an

isomorphism, H(1) is a singleton consisting of the homotopy class (2+(−1)p)H0(α).
A similar argument (with the roles of the axes interchanged) gives that the Hopf

set H(2) deciding the value of TCSp×X(X) ∈ {2, 3} is the singleton determined,
up to an isomorphism, by (2 + (−1)p)H0(α).

The proof is complete by observing that H2
2 is a singleton too (by Proposition 4.5

and the metastable range hypothesis), and that the inclusions X × Sp →֒ C3 and
Sp × X →֒ C3 yield maps H(1) → H2

2 and H(2) → H2
2 exhibiting H2

2 as the
cartesian product of H(1) and H(2). For instance, the map H(2) → H2

2 arises from
the commutative diagram

F2(X)

��

F2(X)

��

F2(X)

��
GTC

2 (X ;Sp ×X) //

��

GTC
2 (X ;C3) //

��

GTC
2 (X)

��
Sp ×X � � // C3

� � // X ×X

C′′
2

//

77♣♣♣♣♣♣♣♣♣♣♣♣

88

C2

99sssssssssss

99

Sp+q

::✈✈✈✈✈✈✈✈✈
ι2 //

88

Sp+q ∨ Sp+q

88♣♣♣♣♣♣♣♣♣♣♣

88

where the notation is that used in (12). Note that the commutativity of the square
involving the two short curved liftings follows from the fact that the projection
GTC

2 (X ;C3) → C3 is an equivalence above the dimension of C′′
2 , whereas the com-

mutativity of the square involving the two long curved liftings follows from the
fact that the inclusion F2(X) → GTC

2 (X ;C3) yields a monomorphism in homotopy
groups. �

Example 5.7. Let X = S3 ∪α e
7 where α : S6 → S3 is the Blakers–Massey

element, a generator of π6(S
3) = Z/12. Then 0 6= H(α) = H0(α) ∈ π6(S

5) = Z/2,
and the above results imply that TC(X) = 3. We remark that the lower bound
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TC(X) ≥ 3 was obtained in [16, Proposition 30] using the weak sectional category,
and the upper bound TC(X) ≤ 3 was obtained in [17, Example 6] using the fact
that X is the 9-skeleton of the group Sp(2).

More generally, for q ∈ {2p, 2p+ 1} with q ≤ 3p− 3—i.e. the first two cases in
the metastable range—we have:

Corollary 5.8. Let δ ∈ {0, 1} and set p ≥ 3 + δ. Then

TC(Sp ∪α e
2p+δ+1) =

{
2, if H0(α) = 0;

3, if H0(α) 6= 0.

Proof. Multiplication by 3 yields an isomorphism in π2p+δ(S
2p−1) = Z/2. �

Also worth mentioning is:

Corollary 5.9. For p odd and q even with 2p− 1 < q ≤ 3p− 3,

TC(Sp ∪α e
2p+δ+1) =

{
2, if H0(α) = 0;

3, if H0(α) 6= 0.

When q > 3p−3 ≥ 3 and we are outside of the metastable range, it is still possible
to draw conclusions about TC(X). In particular, the conclusion of Theorem 5.4
still holds under the weaker assumption that H(α) = H0(α) (and the additional
requirement q < 4p − 3 in the case of 5.4(3), which assures the stability of H0(α)
needed in the proof of Theorem 5.4). To obtain maps α : Sq → Sp satisfying
H(α) = H0(α), observe that if α = γ ◦ β is a composition

Sq
β // Sr

γ // Sp ,

then H(α) = H(γ) ◦ β whenever H(β) = 0 [4, Proposition 6.18(2)]. Therefore
if H(β) = 0 and γ is in the stable or metastable range, then H(α) = H0(α) =
H0(γ) ◦ β.

Examples 5.10. (a) The case q = 2p fails to lie in the metastable range only
for p = 2 (so q = 4). The generator of π4(S

2) = Z/2 is represented by the
composition α = η ◦ Ση : S4 → S2 where η : S3 → S2 is the Hopf map. Then
H(α) = H0(α) is the nonzero element Ση ∈ π4(S

3) = Z/2. For X = S2 ∪α e
5,

we conclude as in Theorem 5.4 that TC(X) ≤ 3. In this case, however, we
cannot use Theorem 5.5 to get in fact that TC(X) = 3, as the relevant Hopf
set fails to be a singleton.

(b) Let X = S2∪α e
10 where α = η◦β and β ∈ π9(S

3) = Z/3 is the generator. This
is one of the spaces considered by Iwase in [25]. Here we have H(α) = H0(α) =
β, and we can conclude as in Theorem 5.4 that TC(X) ≤ 3. We cannot use
Theorem 5.5 to conclude that TC(X) ≥ 3 not only because of the situation
noted in item (a) above, but since this time the map H0(α) is no longer stable
(this being the reason why X is a counter-example to Ganea’s conjecture).
In fact Σ2β = 0 which, by the argument in the proof of Theorem 5.5, shows
that TCX×S2(X) ≤ 2 (the latter is in fact an equality since 2 = cat(X) =
TCX×∗(X) ≤ TCX×S2(X)).
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6. Application: Ganea’s condition for topological complexity

The analogue of Ganea’s conjecture for topological complexity asks whether, for
any finite complex X and k ≥ 1, we have

(14) TC(X × Sk) = TC(X) + TC(Sk) =

{
TC(X) + 1 if k odd,
TC(X) + 2 if k even.

By [29, Corollary 1.7], the answer is known to be positive when k ≥ 2 and X is a
simply-connected, rational, formal complex of finite type. The answer is also known
to be positive, without the formality assumption, if TC is replaced by either of the
related rational invariants mtc ([29, Theorem 1.6]) or MTC ([3, Theorem 12]),
the former introduced in [29] and the latter in [13]. Theorem 6.4 below gives a
counter-example to equation (14) for all k ≥ 2 even.

We first observe that the topological complexity of a product of spaces can be
described as the sectional category of a product of fibrations.

Lemma 6.1. Let X and Y be spaces. Then TC(X × Y ) = secat(πX × πY ).

Proof. This follows from the commutative diagram

(X × Y )I
T //

πX×Y

��

XI × Y I

πX×πY

��
X × Y ×X × Y

τ // X ×X × Y × Y.

Here T sends a path in X × Y to the pair of paths consisting of its projections
onto X and Y , and τ transposes the middle two factors. Both of these maps are
homeomorphisms, so it follows that secat(πX×Y ) = secat(πX × πY ). �

Next we investigate the TC-Hopf invariants for spheres. Consider the cofibration
sequence

S2k−1 β // Sk ∨ Sk // Sk × Sk,

where the attaching map β = [ι1, ι2] : S
2k−1 → Sk∨Sk is the Whitehead product of

the inclusions of the two wedge factors. Note that the subcomplex Sk∨Sk ⊆ Sk×Sk

satisfies TCSk∨Sk(S
k) = 1 by Proposition 3.8. If k ≥ 2 then by Proposition 4.5 the

Hopf set

H1
β(πSk) ⊆ π2k−1(F1(S

k))

consists of a single element represented by a map

H1
β(πSk) : S

2k−1 → F1(S
k) ≃ S2k−1 ∨ S3k−2 ∨ · · · .

This map is determined up to homotopy by the degree dk ∈ Z of its projection on
to the bottom cell S2k−1. The following lemma gives a purely homotopy-theoretic
proof of [7, Theorem 8].

Lemma 6.2. We have ±dk = 1 + (−1)k.

Proof. Arguing as in Corollary 4.13(c), the Hopf invariant H1
β(πSk) is given by the

composition

Sk−1 ⊛ Sk−1
H0(Sk)⊛H0(Sk)// F0(S

k)⊛ F0(S
k)

ΦΩSk,ΩSk

0,0 // F1(S
k × Sk)

χ̄1 // F1(S
k)
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where H0(Sk) : Sk−1 → ΩSk can be identified with inclusion of the bottom cell.

By Example 4.9(c) the degree of the map χ̄1 ◦ ΦΩSk,ΩSk

0,0 on the bottom cell is

±(1 + (−1)k), and the result follows. �

Remark 6.3. Hopf set techniques can be used to give a purely homotopy expla-
nation (alternative to that given in [17]) of the fact that TC(Sk) agrees with the
category of the homotopy cofiber of the diagonal inclusion Sk → Sk ×Sk. The key
point in the Hopf set approach comes from the observation that H1

β(πSk) agrees up

to sign with the (classical) Hopf invariant of the Whitehead square of the identity
on Sk. Further details will appear elsewhere.

Theorem 6.4. Let Y be the stunted real projective space RP 6/RP 2, and let X =
Y ∨ Y . Then TC(X) = 4 and, for all k ≥ 2 even, TC(X × Sk) = 5.

Proof. We first show that TC(X) = 4. Since X is 6-dimensional and 2-connected,
the standard dimension/connectivity upper bound gives

TC(X) ≤
2 · 6

3
= 4.

One checks using the cofibration RP 2 → RP 6 → Y that there is a ring monomor-
phism

Z/2[u]/(u3) →֒ H∗(Y ;Z/2)

where |u| = 3. Therefore the cup-length of H∗(Y × Y ;Z/2) is 4, and we have

4 ≤ cat(Y × Y ) ≤ TC(Y ∨ Y ) = TC(X)

on applying the result of [5, Theorem 3.6] or [21, Corollary 2.9]. (Alternatively,
the inequality TC(X) ≥ 4 follows directly from a zero-divisors calculation in mod
2 cohomology.) This completes the proof of the first claim.

The lower bound TC(X × Sk) ≥ 5 is a quick calculation using zero-divisors in
mod 2 cohomology, and is omitted. We prove that TC(X × Sk) ≤ 5 using Hopf
invariants.

By Lemma 6.1 we have TC(X × Sk) = secat(πX × πSk). Let K denote the 11-
skeleton of the standard product cell structure on X×X . Then X×X ≃ K ∪αCS
where S = ∨4

i=1S
11 is a wedge of spheres and α : S → K is the attaching map of

the four 12-cells. Similarly we have Sk × Sk = L ∪β e
2k, where L = Sk ∨ Sk and

β : S2k−1 → L is the attaching map of the top cell.
By Proposition 3.8 we have TCK(X) ≤ 11

3 < 4, and since relative topological
complexity can increase by at most one on attaching the top cells, TCK(X) = 3.
Let φ : K → GTC

3 (X) be any (pointed) lift of the inclusion K →֒ X ×X through
gTC
3 (X). The associated Hopf invariant H3

φ,α(πX) : S → F3(X) is non-trivial, since

otherwise we would have TC(X) ≤ 3, and is of order 2, since the group in which it
lies is entirely 2-torsion:

[S, F3(X)] ∼=
⊕

π11(F3(X)) ∼=
⊕

H11(F3(X)) ∼=
⊕

H8((ΩX)∧4)

∼=
⊕

H2(ΩX)⊗4 ∼=
⊕

H3(X)⊗4 ∼=
⊕

Z/2.

By Theorem 4.12 we have secatX×X×L∪K×Sk×Sk(πX×πSk) ≤ 5 with an element
of the Hopf set H5

W (πX × πSk) given by the composition

S ⊛ S2k−1
H3
φ,α(πX)⊛H1

β(πSk ) // F3(X)⊛ F1(S
k)

ΦΩX,ΩSk

3,1 // F5(X × Sk).
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The first map in this composition is null-homotopic. To see this, note that by
Lemma 6.2 it factors as

S ⊛ S2k−1
H3
φ,α(πX)⊛H1

β(πSk) //

H3
φ,α(πX)⊛(±2) ++❱❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱❱❱

❱❱❱
❱

F3(X)⊛ F1(S
k)

F3(X)⊛ S2k−1
?�

OO

where the diagonal map is the join of a map of order 2 with a map of even degree.
Therefore 0 ∈ H5

W (πX × πSk) and TC(X × Sk) ≤ 5, as claimed. �

7. Topological shuffle maps

Let p : A → X and q : B → Y be fibrations with respective fibres A and B. In
this section we construct, for any non negative integers n and m, a commutative
diagram of the following form:

Jn+1(A) × Jm(B) ∪ Jn(A)× Jm+1(B)
ΨA,Bn,m //

��

Jn+m+1(A×B)

��
Jn+1
X (A) × JmY (B) ∪ JnX(A)× Jm+1

Y (B)
ΨA,B
n,m //

��

Jn+m+1
X×Y (A× B)

��
X × Y X × Y.

The construction of ΨA,B
n,m is given in Subsection 7.2 based on the standard de-

composition of a product of simplices into simplices, which is recalled in Subsec-
tion 7.1. The needed diagram (9) in Subsection 4.2 is then obtained by setting
ΦA,Bn,m := ΨA,Bn,m ◦ ξ where

ξ : Jn(A)⊛ Jm(B) → Jn+1(A)× Jm(B) ∪ Jn(A)× Jm+1(B)

is induced by the maps κn : CJ
n(A) → Jn+1(A) and κn : CJ

m(B) → Jm+1(B)
introduced in Remark 3.5. In Subsection 7.3 we characterize the homotopy type of
ΦA,Bn,m in terms of (n,m) shuffles, and in Subsection 7.4 we compute the morphism

induced by ΦA,Bn,m in homology and prove Theorem 4.8.

7.1. Standard decomposition of the product ∆n × ∆m. We recall here the
standard subdivision of the product of two simplices into simplices as described
in [6, p.68], giving a different presentation which will be more convenient for our
future computations in homology (see also [23, pp. 277-278]).

Let n and m two non-negative integers. Let us denote by Sn+m the set of
permutations of {1, . . . , n+m} and by Sn,m ⊂ Sn+m the subset of (n,m) shuffles.
A shuffle θ ∈ Sn,m will be indicated by θ = (θ(1) · · · θ(n) || θ(n + 1) · · · θ(n +m))
(so 1 ≤ θ(1) < · · · < θ(n) ≤ n + m, 1 ≤ θ(n + 1) < · · · < θ(n + m) ≤ n + m,
and {θ(1), . . . , θ(n)} ∩ {θ(n + 1), . . . , θ(n +m)} = ∅) and can be represented in a
n×m rectangular grid with vertices (i, j) (0 ≤ i ≤ n, 0 ≤ j ≤ m) by a continuous
path going from (0, 0) to (n,m) formed by n horizontal edges and m vertical edges.
More precisely, the k-th edge of the edgepath θ is horizontal if 1 ≤ θ−1(k) ≤ n
and vertical if n + 1 ≤ θ−1(k) ≤ n +m. For instance, the edgepath representing
the (5, 3) shuffle (1 2 4 6 7 || 3 5 8) is shown in Figure 1 below. The signature of the
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shuffle θ is denoted by (−1)|θ| where |θ| can be interpreted as the number of squares
in the grid lying below the path θ.

b b b

b b

b b b

b

(0, 0)

(n,m)

Figure 1. The (5, 3) shuffle (1 2 4 6 7 || 3 5 8)

The product of the standard simplices ∆n = [e0, . . . , en] and ∆m = [e′0, . . . , e
′
m]

(where (ei)0≤i≤n and (e′j)0≤j≤m are the canonical bases of Rn+1 and R
m+1) is the

union of
(
n+m
n

)
simplices of dimension (n +m), each of which is determined by a

(n,m) shuffle. Explicitly, let θ be a (n,m) shuffle. Then the (ordered) (n + m)-
simplex ∆θ ⊂ ∆n × ∆m associated to θ is given by ∆θ = [v1, . . . , vn+m+1] with
vk = (eik , e

′
jk
) where (ik, jk) is the k-th vertex of the edgepath θ. Observe that

v1 = (e0, e
′
0) and vn+m+1 = (en, e

′
m) for any θ.

Taken together, the simplices ∆θ form a chain

(15)
∑

θ∈Sn,m

(−1)|θ|∆θ

which represents a generator ιn,m of

Hn+m(∆n ×∆m, ∂(∆n ×∆m);Z) ∼= H̃n+m((∆n ×∆m)/∂(∆n ×∆m);Z) ∼= Z.

We denote by ψθ : ∆θ → ∆n+m the affine map that sends the k-th vertex of
∆θ to the k-th vertex of ∆n+m. This gives a homeomorphism from (∆θ, ∂∆θ) to
(∆n+m, ∂∆n+m) which induces a map

ψ̄θ : ∆θ/∂∆θ → ∆n+m/∂∆n+m

of degree 1.
When θ runs over the set Sn,m of (n,m) shuffles, the maps ψθ glue together.

In order to see that, it suffices to check that ψθ and ψθ′ agree on ∆θ ∩∆θ′ when
this intersection is a simplex of dimension exactly n +m− 1. This happens when
the edgepaths θ and θ′ differ in only one vertex, say the k-th vertex. In that case
2 ≤ k ≤ n + m, and ∆θ ∩ ∆θ′ is the (n + m − 1)-simplex determined by the
(ordered) common vertices in the edge paths of θ and θ′. But those vertices are
sent preserving order, both by ψθ and ψθ′ , into the ordered vertices of the face of
∆n+m opposite to its k-th vertex. (In the situation above, |θ| and |θ′| differ by
one, which explains why (15) is a relative cycle, obviously representing a generator
ιn,m.) As a consequence, the maps ψθ produce a map

(16) ψn,m : ∆n ×∆m → ∆n+m

which sends the boundary of each ∆θ and, in particular, the boundary of ∆n×∆m

to the boundary of ∆n+m.
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When passing to the quotient of ∆n ×∆m first by the boundary ∂(∆n × ∆m)
and secondly by the boundaries of the simplices ∆θ we get the shuffle pinch map

νn,m : (∆n ×∆m)/∂(∆n ×∆m) →
∨

θ∈Sn,m

∆θ/∂∆θ

which gives the following morphism in homology:

(17) ιn,m 7→
⊕

θ∈Sn,m

(−1)|θ|ιθn+m.

Here, as before, ιn,m is the generator of Hn+m(∆n × ∆m/∂(∆n × ∆m);Z) corre-
sponding to the chain (15), and ιθn+m ∈ Hn+m(∆θ/∂∆θ;Z) = Z is the generator
corresponding to the ordered simplex ∆θ.

The map ψn,m : ∆n ×∆m → ∆n+m then fits into the commutative diagram

(18) ∆n ×∆m
ψn,m //

��

∆m+n

��
∆n ×∆m

∂(∆n ×∆m) νn,m
// ∨
θ∈Sn,m

∆θ/∂∆θ

(ψ̄θ) // ∆
n+m

∂∆n+m
.

Since the maps ψ̄θ are of degree 1, the bottom line induces in homology the mor-
phism

ιn,m 7→
∑

θ∈Sn,m

(−1)|θ|ιn+m

where ιn+m corresponds to the standard generator of Hn+m(∆n+m/∂∆n+m;Z).

7.2. The maps ΨA,B
n,m. For any integer k we shall denote by Tk the map

Tk : Ak
X × BkY → (A× B)kX×Y(

(a1, . . . , ak), (b1, . . . , bk)
)

7→
(
(a1, b1), . . . , (ak, bk)

)
,

and by ∆A
k : A → Ak

X the k-th diagonal, a 7→ (a, a, . . . , a). In addition, for an (n,m)
shuffle θ, we shall define two sequences of integers α0, . . . , αn and β0, . . . , βm. In
the grid illustrated in Figure 1, αi will correspond to the number of vertices of the
edgepath θ belonging to the column i, while βj will correspond to the number of
vertices of the edgepath θ belonging to the row j. Explicitly, if n 6= 0, we set

α0 = θ(1),
αi = θ(i + 1)− θ(i), 1 ≤ i ≤ n− 1,
αn = n+m+ 1− θ(n),

and, if n = 0, we set α0 = m+ 1. Similarly, if m 6= 0, we set

β0 = θ(n+ 1),
βj = θ(n+ j + 1)− θ(n+ j), 1 ≤ j ≤ m− 1,
βm = n+m+ 1− θ(n+m),

and, if m = 0, we set β0 = n+ 1.
We thus define the map

δθ : A
n+1
X × Bm+1

Y → (A× B)n+m+1
X×Y

by δθ = Tn+m+1 ◦
(
(∆A

α0
× · · · ×∆A

αn
)× (∆B

β0
× · · · ×∆B

βm
)
)
.
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If two edgepaths θ and θ′ differ in only one vertex, say the k-th vertex, the
maps δθ and δθ′ differ in only their k-th component. Since, in that case, the k-th
(barycentric) components of ψθ and ψθ′ vanish on ∆θ ∩ ∆θ′ we obtain that the
maps

An+1
X × Bm+1

Y ×∆θ

δθ×ψθ // (A× B)n+m+1
X×Y ×∆n+m // Jn+mX×Y (A× B)

glue together to give a map

An+1
X × Bm+1

Y ×∆n ×∆m → Jn+mX×Y (A× B).

This map induces

ψA,B
n,m : JnX(A)× JmY (B) → Jn+mX×Y (A× B)

(〈a | t〉, 〈b | s〉) 7→ 〈δθ(a,b) | ψθ(t, s)〉, (t, s) ∈ ∆θ.

The map ψA,B
n,m is over X × Y and restricts to a map between fibres

(19) ψA,Bn,m : Jn(A)× Jm(B) → Jn+m(A×B)

which is given by the construction above for trivial fibrations A → ∗ and B → ∗.
That is, ψA,Bn,m comes from the gluing of maps δθ × ψθ where δθ : An+1 × Bm+1 →

(A×B)n+m+1 is given by

δθ = Tn+m+1 ◦ ((∆
A
α0

× · · · ×∆A
αn

)× (∆B
β0

× · · · ×∆B
βm

)).

In turn, (19) recovers (16) for A = B = ∗.

Lemma 7.1. The following diagram

Jn+1
X (A)× JmY (B)

ψ
A,B
n+1,m

""❊
❊❊

❊❊
❊❊

❊❊
❊❊

❊❊
❊❊

❊❊
❊❊

❊❊
❊

JnX(A)× JmY (B)
n×Idoo Id×m //

ψA,B
n,m

��

JnX(A)× Jm+1
Y (B)

ψ
A,B
n,m+1

||②②
②②
②②
②②
②②
②②
②②
②②
②②
②②
②②

Jn+mX×Y (A× B)

n+m

��
Jn+m+1
X×Y (A× B)

is commutative.

Proof. Let 〈a | t〉 ∈ JnX(A) and 〈b | s〉 ∈ JmY (B) with (t, s) ∈ ∆θ ⊂ ∆n ×∆m and
let (αi) and (βj) the sequences of integers associated to the (n,m) shuffle θ.

Recall from Remark 3.5 that

(n × Id)(〈a | t〉, 〈b | s〉) = (〈a, an+1 | t, 0〉, 〈b | s〉).

The inclusion ∆n ×∆m →֒ ∆n+1 ×∆m, (t, s) 7→ (t, 0, s), restricts to the inclusion
of ∆θ into ∆θ′ ⊂ ∆n+1 ×∆m where θ′ is the (n+ 1,m) shuffle given by

(θ(1) · · · θ(n) n+m+ 1 || θ(n+ 1) · · · θ(n+m)).

Through this inclusion ∆θ can be seen as the face of ∆θ′ opposite to its vertex
(en+1, e

′
m). The sequences (α′

i) and (β′
j) associated to θ′ are given by

α0, . . . , αn, 1 β0, . . . , βm + 1

As a consequence we obtain

ψA,B
n+1,m(n × Id)(〈a | t〉, 〈b | s〉) = 〈δθ(a,b), (an+1, bm) | ψθ(t, s), 0〉.
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Similarly we see

ψA,B
n,m+1(Id× m)(〈a | t〉, 〈b | s〉) = 〈δθ(a,b), (an, bm+1) | ψθ(t, s), 0〉

which gives the result. �

As a consequence the maps ψA,B
n+1,m and ψA,B

n,m+1 glue together and give a map

ΨA,B
n,m : Jn+1

X (A)× JmY (B) ∪ JnX(A) × Jm+1
Y (B) // Jn+m+1

X×Y (A× B)

which is over X × Y . As before this map induces at the level of fibres a map

ΨA,Bn,m : Jn+1(A)× Jm(B) ∪ Jn(A) × Jm+1(B) // Jn+m+1(A×B).

7.3. The maps ΦA,Bn,m. For any k, the inclusion Jk(A) → Jk+1(A) factors as

Jk(A) //

$$■
■■

■■
■■

■■
Jk+1(A)

CJk(A)

99ssssssssss

where the map CJk(A) → Jk+1(A) sends [〈a | t〉, u] to 〈a, ∗ | (1 − u)t, u〉 (see
Remark 3.5). With these maps the following diagram is commutative

CJn(A) × Jm(B)

��

Jn(A)× Jm(B)oo // Jn(A)× CJm(B)

��
Jn+1(A)× Jm(B) Jn(A)× Jm(B)oo // Jn(A) × Jm+1(B)

and induces a map ξ : Jn(A) ⊛ Jm(B) → Jn+1(A) × Jm(B) ∪ Jn(A) × Jm+1(B).
The composition ΨA,Bn,m ◦ ξ is a map

ΦA,Bn,m : Jn(A)⊛ Jm(B) → Jn+m+1(A×B)

which we call the topological (n,m) shuffle map for (A,B). Note that by construc-
tion this map is natural in A andB, and renders the commutative diagram (9) which
is the key ingredient in the proof of Theorem 4.12 for identifying Hopf invariants
of products of fibrations.

Items (a) and (b) of Remarks 2.1 and (4) imply that ΦA,Bn,m is a map between
spaces each of which has the homotopy type of a (n +m + 1)-fold suspension. In
such terms, ΦA,Bn,m turns out to be a sum of suspended maps which we describe next.

Start by noticing that ΦA,Bn,m is given on Jn(A) × CJm(B) by

(〈a | t〉, [〈b | s〉, u]) 7→ 〈δθ(a, (b, ∗)) | ψθ(t, (1 − u)s, u)〉

when (t, (1 − u)s, u) ∈ ∆θ, θ ∈ Sn,m+1, and its expression on CJn(A)× Jm(B) is

([〈a | t〉, u], 〈b | s〉) 7→ 〈δθ((a, ∗),b) | ψθ((1 − u)t, u, s)〉

when ((1 − u)t, u, s) ∈ ∆θ, θ ∈ Sn+1,m. In particular, for the identification map

r : Jn+m+1(A×B) → Σ̃n+m+1(A×B)n+m+2 =
(
(A×B)n+m+2

)
∧

∆n+m+1

∂(∆n+m+1)

in (4), the composition r ◦ΦA,Bn,m is (based-)constant on Jn(A)× Jm(B) = Jn(A)×
CJm(B) ∩ CJn(A)× Jm(B) as well as on all points (∗, [∗, u]) ∈ Jn(A)×CJm(B)
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and ([∗, u], ∗) ∈ CJn(A) × Jm(B) for u ∈ I, where base points are as in (3).
Consequently r ◦ ΦA,Bn,m factors through the difference pinch map:

Jn(A)⊛ Jm(B)
ΦA,Bn,m //

ν

��

Jn+m+1(A×B)

r

��

Σ̃ (Jn(A)× Jm(B)) ∨ Σ̃ (Jn(A)× Jm(B))
(Φ′,Φ′′)//

(
(A×B)n+m+2

)
∧

∆n+m+1

∂(∆n+m+1)
.

The (co)components Φ′ and Φ′′ are given by

Φ′
([

(〈a | t〉, 〈b | s〉), u
] )

= δθ(a, (b, ∗)) ∧ ψθ(t, (1 − u)s, u)

when (t, (1 − u)s, u) ∈ ∆θ, θ ∈ Sn,m+1, and by

Φ′′
([

(〈a | t〉, 〈b | s〉), u
] )

= δθ((a, ∗),b) ∧ ψθ((1− u)t, u, s)

when ((1 − u)t, u, s) ∈ ∆θ, θ ∈ Sn+1,m.

Proposition 7.2. Both Φ′ and Φ′′ factor through the identification map

Σ̃(Jn(A)× Jm(B))
pr
−→ (An+1 ×Bm+1) ∧

∆n ×∆m × I

∂(∆n ×∆m × I)[
(〈a | t〉, 〈b | s〉) , u

]
7−→ (a,b) ∧ [t, s, u]

and the resulting maps

Φ̂′, Φ̂′′ : (An+1 ×Bm+1) ∧
∆n ×∆m × I

∂(∆n ×∆m × I)
→

(
(A×B)n+m+2

)
∧

∆n+m+1

∂(∆n+m+1)

are described up to homotopy by

Φ̂′ ≃
∑

θ∈Sn,m+1

(−1)|θ|Σ̃n+m+1δθ ◦ (IdAn+1 × IdBm × i1)(20)

Φ̂′′ ≃ (−1)m
∑

θ∈Sn+1,m

(−1)|θ|Σ̃n+m+1δθ ◦ (IdAn × i1 × IdBm+1)(21)

where i1 : Z →֒ Z × Z is the inclusion i1(z) = (z, ∗).

Proof. The asserted factorizations of Φ′ and Φ′′ follow from an easy check. Fur-

thermore, Φ̂′ factors as

(An+1 ×Bm+1) ∧
∆n ×∆m × I

∂(∆n ×∆m × I)

Id∧h̄n,m+1

��

(An+1 ×Bm+1) ∧
∆n ×∆m+1

∂(∆n ×∆m+1)

Id∧νn,m+1 // ∨
θ∈Sn,m+1

(An+1 ×Bm+1) ∧
∆θ

∂(∆θ)

(Id
An+1×IdBm×i1)∧Id

��
∨
θ∈Sn,m+1

(An+1 ×Bm+2) ∧
∆θ

∂(∆θ)

(δθ∧ψ̄θ)

��

Σ̃n+m+1(A×B)n+m+2 = ((A ×B)n+m+2) ∧
∆n+m+1

∂(∆n+m+1)
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where the maps ψ̄θ are as in (18), and h̄n,m+1 is induced by the (surjective) map
hn,m+1 : ∆

n×∆m×I → ∆n×∆m+1 given by hn,m+1(t, s, u) = (t, (1−u)s, u). Since
the maps h̄n,m+1 and ψ̄θ are of degree 1, (17) implies that the above composition is
homotopic to the right-hand term in (20). The equivalence in (21) is obtained in the
same manner, now using the (surjective) map hn+1,m : ∆n×∆m×I → ∆n+1×∆m

given by hn+1,m((t, s, u)) = ((1− u)t, u, s) and its induced map h̄n+1,m which is of
degree (−1)m. �

Proposition 7.2, the triangle in (2), and the functoriality of standard difference
pinch maps yields:

Corollary 7.3. There is a commutative diagram

Jn(A)⊛ Jm(B)

pr · ζ

��

ΦA,Bn,m // Jn+m+1(A×B)

r

��
(An+1 ×Bm+1) ∧

∆n ×∆m × I

∂(∆n ×∆m × I)
// Σ̃n+m+1(A×B)n+m+2

where the bottom horizontal map is obtained by subtracting (20) from (21).

7.4. Homology computations. In this section we let R stand for a commutative
ring, and assume that H∗(A;R) and H∗(B;R) are free graded R-modules of finite

type. We use the short hand H(Z) := H∗(Z;R) and H̃(Z) := H̃∗(Z;R), and apply
the standard Künneth formulae to identify the homology (respectively reduced
homology) of Cartesian products (respectively smash products) with the tensor
product of the homologies (respectively reduced homologies) of the factors. In
particular, the map induced in reduced homology by the identification mapX×Y →

X ∧ Y corresponds under the isomorphism H̃(X × Y ) ∼= H̃(X)⊗R⊕R⊗ H̃(Y )⊕

H̃(X)⊗ H̃(Y ) with projection onto the third summand.

Theorem 7.4. Let ρ : (A×B)n+m+2 → (A×B)∧n+m+2 be the identification map.

Up to an automorphism of H̃(A × B)⊗n+m+2, the morphism induced in reduced
homology

s−(n+m+1)(ΦA,Bn,m)∗ : H̃(A)⊗n+1 ⊗ H̃(B)⊗m+1 → H̃(A×B)⊗n+m+2

is given by the restriction of

(−1)m
∑

θ∈Sn+1,m

(−1)|θ|(ρδθ)∗ ◦ (IdAn × i1 × IdBm+1)∗

−
∑

θ∈Sn,m+1

(−1)|θ|(ρδθ)∗ ◦ (IdAn+1 × IdBm × i1)∗.

Proof. Let ρ̃ denote Σ̃n+m+1ρ. Since the sequence of identification maps

Jn+m+1(A×B)
r // Σ̃n+m+1(A×B)n+m+2 ρ̃ // Σ̃n+m+1(A×B)∧n+m+2

is a homotopy equivalence, the morphism induced by ΦA,Bn,m in reduced homology
coincides, up to an automorphism, with the morphism induced by the composition
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pr ◦ ζ followed by the morphism induced by the difference

(−1)m
∑

θ∈Sn+1,m

(−1)|θ|Σ̃n+m+1ρδθ ◦ (IdAn × i1 × IdBm+1)

−
∑

θ∈Sn,m+1

(−1)|θ|Σ̃n+m+1ρδθ ◦ (IdAn+1 × IdBm × i1).

The result follows since the composition pr ◦ ζ induces the (n+m+ 1)-suspension

of the inclusion H̃(A)⊗n+1 ⊗ H̃(B)⊗m+1 →֒ H̃(An+1 ×Bm+1), and because all the
suspensions involved are (n+m+1)-fold suspensions, so we can globally desuspend
without altering signs. �

We now compute the morphism induced by ΦA,Bn,m in some particular cases. Recall
that, if z ∈ H(Z) is a primitive class, then, for any k ≥ 1,

(∆Z
k )∗(z) =

k∑

i=1

1⊗ · · · 1⊗ zi ⊗ 1⊗ · · · ⊗ 1

where zi = z. For k = 1, ∆Z
1 = IdZ .

Examples 7.5. (a) Let n = m = 0. In this case S1,0 = {(1|| )} and S0,1 = {( ||1)}
are both reduced to a single element. Thus, after a single desuspension, the

morphism induced by ΦA,B0,0 is given by4

ρ∗(T2)∗(i1 ×∆B
2 )∗ − ρ∗(T2)∗(∆

A
2 × i1)∗.

For x ∈ H̃(A) and y ∈ H̃(B) primitive homology classes, we have

(T2)∗(i1 ×∆B
2 )∗(x⊗ y) = (T2)∗((x⊗ 1)⊗ (1⊗ y + y ⊗ 1))

= (x ⊗ 1)⊗ (1⊗ y) + (x⊗ y)⊗ (1⊗ 1).

Therefore applying ρ∗, only the first term (x ⊗ 1)⊗ (1⊗ y) remains.
In the same manner,

(T2)∗(∆
A
2 × i1)∗(x ⊗ y) = (T2)∗((1⊗ x+ x⊗ 1)⊗ (y ⊗ 1))

= (−1)|x||y|(1 ⊗ y)⊗ (x⊗ 1) + (x⊗ y)⊗ (1⊗ 1).

Applying ρ∗, only the term (−1)|x||y|(1 ⊗ y) ⊗ (x ⊗ 1) remains and we finally
get

s−1(ΦA,B0,0 )∗(x ⊗ y) = (x⊗ 1)⊗ (1⊗ y)− (−1)|x||y|(1 ⊗ y)⊗ (x⊗ 1).

(b) Let n = 1 and m = 0. In this case, we get the following expression for x1, x2 ∈

H̃(A) and y ∈ H̃(B) primitive homology classes:

s−2(ΦA,B1,0 )∗(x1 ⊗ x2 ⊗ y) = (x1 ⊗ 1)⊗ (x2 ⊗ 1)⊗ (1⊗ y)

− (−1)|x2||y|(x1 ⊗ 1)⊗ (1⊗ y)⊗ (x2 ⊗ 1)

+ (−1)(|x1|+|x2|)|y|(1 ⊗ y)⊗ (x1 ⊗ 1)⊗ (x2 ⊗ 1).

4From this point on we omit any reference of the fact that we really want the obvious restriction
of the morphism, and that each of the given descriptions is up to an automorphism.
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In order to generalize these computations (in Proposition 7.6 below), we need to
fix some preliminary notation. For a permutation σ ∈ Sk and non-negative integers
d1, . . . , dk, let (−1)s(σ,d1,...,dk) be the sign introduced by the morphism induced in
reduced homology by maps

σ̃ : Z∧k → Z∧k, (z1, . . . , zk) 7→ (zσ−1(1), . . . , zσ−1(k)),

upon evaluation at a tensor v1 ⊗ · · · ⊗ vk ∈ H̃(Z)⊗k with |vi| = di. Explicitly,

σ̃∗(v1 ⊗ · · · ⊗ vk) = (−1)s(σ,d1,...,dk) vσ−1(1) ⊗ · · · ⊗ vσ−1(k)

where s(σ, d1, . . . , dk) =
∑

(i,j)∈Iσ
didj and Iσ = {(i, j) : i < j and σ(j) < σ(i)} is

the set of σ-inversions. Since we only care about the mod 2 value of s(σ, d1, . . . , dk),
we can think of s(σ, d1, . . . , dk) as the number of shiftings that contribute with a
−1 sign in permuting v1 ⊗ · · · ⊗ vk to vσ−1(1) ⊗ · · · ⊗ vσ−1(k); that is, the number of
σ-inversions (i, j) for which didj odd.

Proposition 7.6. Let xi ∈ H̃(A) and yj ∈ H̃(B) be primitive homology classes.
The morphism

s−(n+m+1)(ΦA,Bn,m)∗ : H̃(A)⊗n+1 ⊗ H̃(B)⊗m+1 → H̃(A×B)⊗n+m+2

takes x1 ⊗ · · · ⊗ xn+1 ⊗ yn+2 ⊗ · · · ⊗ yn+m+2 to

(−1)m
∑

σ∈Sn+1,m+1

(−1)ε(σ)zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+2)

where Sn+1,m+1 denotes the set of (n+ 1,m+ 1) shuffles,

zi =

{
xi ⊗ 1, if 1 ≤ i ≤ n+ 1;

1⊗ yi, if n+ 2 ≤ i ≤ n+m+ 2,

and ε(σ) = |σ|+ s(σ, |x1|, . . . , |xn+1|, |yn+2|, . . . , |yn+m+2|).

In other words, the sum of the statement can be written as

(−1)m
∑

σ∈Sn+1,m+1

(−1)|σ| σ̃∗((x1⊗1)⊗· · ·⊗(xn+1⊗1)⊗(1⊗yn+2)⊗· · ·⊗(1⊗yn+m+2)).

Proof. We first observe that a (n+1,m+1) shuffle σ satisfies either σ(n+m+2) =
n+m + 2 or σ(n + 1) = n+m + 2. Then the sum of the statement splits in two
parts:

(22) (−1)m
∑

σ(n+m+2)=n+m+2

(−1)ε(σ)zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+2)

+ (−1)m
∑

σ(n+1)=n+m+2

(−1)ε(σ)zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+2).

These two parts can be identified with the two parts of the morphism described
in Theorem 7.4. Indeed, if σ(n+m+2) = n+m+2 then σ is completely determined
by the (n+ 1,m) shuffle θ given by θ(i) = σ(i) and we have |σ| = |θ| and

s(σ, |x1|, . . . , |xn+1|, |yn+2|, . . . , |yn+m+2|)

= s(θ, |x1|, . . . , |xn+1|, |yn+2|, . . . , |yn+m+1|).
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Then we have

(−1)m
∑

σ(n+m+2)=n+m+2

(−1)ε(σ)zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+2)

= (−1)m
∑

θ∈Sn+1,m

(−1)|θ| θ̃∗(z1 ⊗ · · · ⊗ zn+m+1)⊗ (1⊗ yn+m+2).

On the other hand, the first part of the morphism described in Theorem 7.4
applied to x1 ⊗ · · · ⊗ xn+1 ⊗ yn+2 ⊗ · · · ⊗ yn+m+2 gives

(−1)m
∑

θ∈Sn+1,m

(−1)|θ|(ρδθ)∗(x1 ⊗ · · · ⊗ xn+1 ⊗ 1⊗ yn+2 ⊗ · · · ⊗ yn+m+2)

and a straightforward calculation gives

(ρδθ)∗(x1 ⊗ · · · ⊗ xn+1 ⊗ 1⊗ yn+2 ⊗ · · · ⊗ yn+m+2)

= θ̃∗(z1 ⊗ · · · ⊗ zn+m+1)⊗ (1⊗ yn+m+2)

which identifies the first part of (22) with the first part of the morphism of Theo-
rem 7.4.

We now suppose that σ(n + 1) = n+m + 2. Then σ is completely determined
by the (n,m + 1) shuffle θ given by θ(i) = σ(i) for 1 ≤ i ≤ n and θ(i) = σ(i + 1)
for n+ 1 ≤ i ≤ n+m+ 1. We have |σ| = |θ|+m+ 1 and

s(σ, |x1|, . . . , |xn+1|, |yn+2|, . . . , |yn+m+2|)

= s(θ, |x1|, . . . , |xn|, |yn+2|, . . . , |yn+m+2|) + |xn+1| (|yn+2|+ · · ·+ |yn+m+2|) .

Writing e = |xn+1|(|yn+2|+ · · ·+ |yn+m+2|), the second part of (22) becomes

(−1)m
∑

σ(n+1)=n+m+2

(−1)ε(σ)zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+2)

= −
∑

θ∈Sn,m+1

(−1)ε(θ)+e(zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+1))⊗ (xn+1 ⊗ 1)

= −
∑

θ∈Sn,m+1

(−1)|θ|+e θ̃∗(z1 ⊗ · · · ⊗ zn+m+1)⊗ (xn+1 ⊗ 1)

= −
∑

θ∈Sn,m+1

(−1)|θ|(ρδθ)∗(x1 ⊗ · · · ⊗ xn+1 ⊗ yn+2 ⊗ · · · ⊗ yn+m+2 ⊗ 1),

which completes the proof. �

We are now ready for:

Proof of Theorem 4.8. In terms of the functorial homotopy equivalence

Fn+m+1(Z) = Jn+m+1(ΩZ) ≃ Σ̃n+m+1(ΩZ)∧n+m+2,

the map χ̄n+m+1 : Fn+m+1(S
p × Sp) → Fn+m+1(S

p) takes the form

Σ̃n+m+1χ̄∧n+m+2 : (ΩSp×ΩSp)∧n+m+2∧
∆n+m+1

∂∆n+m+1
→ (ΩSp)∧n+m+2∧

∆n+m+1

∂∆n+m+1
.

Since this is a (n+m+ 1)-fold suspension, we have

s−(n+m+1)(χ̄n+m+1 ◦ Φ
ΩSp,ΩSp

n,m )∗ = (χ̄∗)
⊗n+m+2 ◦ s−(n+m+1)(ΦΩSp,ΩSp

n,m )∗
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where χ̄ : ΩSp × ΩSp → ΩSp is given by (α, β) 7→ α−1β. We take R = Z. Recall
that H∗(ΩS

p) = Z[x] where x is primitive with degree |x| = p − 1, and that the
morphism

χ̄∗ : H∗(ΩS
p × ΩSp) → H∗(ΩS

p)

is given by χ̄∗(x× 1) = −x and χ̄∗(1× x) = x.
By Proposition 7.6, we know that s−(n+m+1)(ΦΩSp,ΩSp

n,m )∗ takes the generator

x⊗n+m+2 of H∗(ΩS
p)⊗n+m+2 to

(−1)m
∑

σ∈Sn+1,m+1

(−1)ε(σ)zσ−1(1) ⊗ · · · ⊗ zσ−1(n+m+2)

where zi = x⊗ 1 for 1 ≤ i ≤ n+ 1 and zi = 1⊗ x for n+ 2 ≤ i ≤ n+m+ 2.
Since in each term there are exactly n+ 1 components x× 1 we obtain

(χ̄∗)
⊗n+m+2 ◦ s−(n+m+1)(ΦΩSp,ΩSp

n,m )∗(x
⊗n+m+2) = ±

∑

σ∈Sn+1,m+1

(−1)ε(σ)x⊗n+m+2.

Now, if σ is a permutation of positive signature, we have, for some integer k
(depending on σ),

ε(σ) = |σ|+ s(σ, |x|, . . . , |x|︸ ︷︷ ︸
n+m+2

) = |σ|+ 2k|x||x| ≡ 0 mod 2

while, if σ is a permutation of negative signature, we have, for some integer k
(depending on σ),

ε(σ) = |σ|+ s(σ, |x|, . . . , |x|︸ ︷︷ ︸
n+m+2

) = |σ|+ (2k + 1)|x||x| ≡ 1 + |x| = p mod 2.

This gives the result. �
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