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Abstract. Nowadays an increasing number of vehicles are being equipped
with powerful cockpit systems capable of collecting drivers’ footprints
over time. The collection of this valuable data opens effective oppor-
tunities for routine prediction. With the growing ability of vehicles to
collect spatial and temporal information solving the routine prediction
problem becomes crucial and feasible. It is then extremely important to
advance and take advantage of the capabilities of these cockpit systems.
A vehicle that is capable of predicting the next destination of the driver
and when the driver intends to leave to that destination can prepare the
journey in advance. Previous studies tackling the next location prediction
problem have made use of Traditional Markov models, Neural Networks,
Dynamic models, among others. In this work, a framework based on
the hierarchical density-based clustering algorithm followed by a Long
Short-Term Memory (LSTM) recurrent neural network is proposed for
spatial-temporal prediction of drivers’ routines. Based on real-life driving
scenarios of three different users, the proposed approach achieved a test
set accuracy of 96.20%, 90.23%, and 86.40% when predicting the next
destination and a R2 Score of 93.69, 79.21, and 28.81 when predicting
the departure time, respectively. The results indicate that the proposed
architecture can be implemented on the vehicle cockpit for the assistance
of the management of future trips.

Keywords: Human mobility patterns · Next destination prediction ·
Departure time prediction · Deep Learning · Intelligent vehicles

1 Introduction

The popularity of human routine prediction is rising due to its significant appli-
cation value and the enhanced ability of systems to collect and process informa-
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tion in various spatial and temporal contexts. Understanding human mobility
patterns and routines help to capture human necessities, this information can
be used by intelligent systems to support individual and social events. Spatial
and temporal context (where and when) are key factors for describing events.
Collecting these factors is essential for analyzing and predicting human routines
in practical applications. Many studies have reported that individuals daily rou-
tines exhibit a high level of spatial-temporal regularity, a high probability of
returning to a few highly frequented locations and a tendency to visit specific
locations at specific hours [4], [24], [15], [20], [8]. For example, in the scope of
this work, drivers may have very similar weekdays routines consisting of driving
their children to school, driving to work, driving back to pick their children at
school, driving to the gymnasium to exercise and drive back home at the end of
the evening. A daily routine is also typically dependent on temporal constraints
such as going to the church every Sunday. Recently, human routines and mobility
patterns have been investigated by experts in various fields such as economics
[11], automotive [6], urban computing [7], criminology [16], among others. There
are several possible uses for systems able to predict human routines. In terms of
automotive systems, the predictions might be used to prepare the car before the
driver leaves to the next destination, the predictions could also be used along-
side traffic estimation systems to suggest the best driving routes to the next
destination, all of this without requiring input from the driver.

In this work, we propose an efficient driving routine prediction framework
based on a hierarchical density-based clustering algorithm followed by a deep
neural network (DNN). Our approach focuses on building a deep learning frame-
work through the observation of past driving scenarios using real-life data based
on GPS coordinates and temporal information from three different drivers. The
developed framework can be used to predict the driver’s next destination and
departure time to that destination.

2 Background

2.1 Clustering approaches for points of interest extraction

Some points of interest (POI) might be quite predictable and easy to extract due
to the high level of repetition occurring in a driver’s daily routine, for instance,
places like home or work. Other POIs might be more difficult to extract due to
the low level of repetition, these might be places like the museum or the cinema.
Clustering techniques including K-Means clustering, hierarchical clustering, and
density-based clustering are commonly applied for POI extraction [26], [13], [25].
The most popular clustering technique due to its capability of detecting clusters
of varying shapes and sizes is density-based spatial clustering (DBSCAN) [22],
[5]. However, the performance of DBSCAN is strongly correlated with two pa-
rameters - radius and minimum neighbors - both are always set with empirical
values [27], [13]. To obtain more meaningful clusters the hierarchical clustering
algorithm provides a more intuitive way for clustering exploration, additionally,
various studies have shown that urban areas and human movements present
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a hierarchical nature meaning that hierarchical clustering approaches have a
strong theoretical foundation in human routine analysis [21], [19], [1]. Hierar-
chical density-based clustering (HDBSCAN) is a recent clustering method that
seeks to integrate both hierarchical clustering and density-based spatial cluster-
ing, this algorithm has been emerging with great success [3], [17], [14]. A driver’s
routine presence in some locations may be dense but dispersive in others so, us-
ing DBSCAN with empirical and fixed values might lead to poor POIs extraction
since this method shows weakness when identifying clusters of different density.
Contrarily, hierarchical density-based clustering can achieve better performance
in POIs extraction when handling with varying density data. Therefore, HDB-
SCAN will be used to identify POIs in this work.

The performance of the HDBSCAN algorithm relies on the few implicit as-
sumptions it makes about the clusters. This algorithm looks for regions of the
data that are denser than the surrounding space and assumes that noise is present
in the data. This clustering algorithm relies on one main parameter called mpts

which indicates the minimum number of points that a region must have to be
considered a cluster [3].

2.2 Deep Neural Networks

Recently, the deep learning field has received a lot of attention and various
DNNs have been applied successfully in multiple industries [9]. Among the sev-
eral DNNs architectures recurrent neural networks (RNNs) are the most widely
used when tackling temporal dynamics and time-series data. However, vanilla
RNN architecture suffers from learning problems when tackling long sequences of
data due to exploding gradients. This limitation was solved by developing several
RNN architectures. The most successful architecture is known as long short-term
memory (LSTM) [12]. The latter has been applied to analyze temporal dynamics
and sequential structured data for various applications and industries such as
speech recognition, natural language processing, finance, medical, among others
[10], [23], [18]. The LSTM architecture is based on a set of recurrently connected
cells, each cell contains one self-connected memory state, known as the internal
cell state Ct, and three multiplicative units, the input, output and forget gates.
These provide write, read and reset operations, and also allow the internal cell
state to store and access information over long periods of time mitigating the
vanishing gradient problem of vanilla RNN [12].

3 Methodology

3.1 Problem Definition

The fundamental assumption behind this work is that driving is a routine and
drivers’ routines show a high degree of temporal and spatial regularity. So, if a
DNN can recall and learn from past routines the DNN might be able to predict
the drivers’ future intent.
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It is important to note that perfect predictions are not realistic due to the
nature of life, even if a driver has a very strict set of daily routines it is still
possible for the driver to occasionally make deviations. For instance, a driver
might always go to work during the weekdays at 8 a.m., however, a day will
eventually come when the driver might not be able to go to work due to an
illness, a car malfunction, among other factors. This rationale indicates that
the prediction of drivers’ routines must be a probabilistic approach. For that
reason, the developed framework will analyze past routines using a hierarchical
density-based clustering algorithm to identify points of interest (POIs) in the
driver routine, afterwards, the DNN will be trained based on the past data and
identified POIs and lastly, the outputs of the DNN will be the probability for
each of the identified POIs as being the next likely destination. The DNN will
also output the departure time to the next destination. When evaluating the
proposed approach due to the probabilistic nature of human routines the Top-n
accuracy will be considered when evaluating the next destination classification
task.

This work aims to predict the next destination that a driver will visit at a
specific future time based on the driver’s past routine. To introduce the proposed
framework some basic definitions are clarified as follows:

– Definition 1: A driver’s routine is composed of the trip information, a single
record R can be expressed as:

R = (c, e, t, d) (1)

where c denotes the car coordinates (longitude and latitude), e denotes if
the car engine was turned On or Off, t denotes the time in minutes and d
denotes the day of the week.

– Definition 2: An unlabelled routine sequence (URS) is a driver’s time-
ordered sequence of records which can be defined as:

URS =< R0, R1, ..., Rk > (2)

where k denotes the length of the unlabelled routine sequence.

– Definition 3: A POI is a destination that has been visited by a driver
with significant frequency. A driver can have multiple POIs, these create a
collection which is defined as:

Collection = {POI0, POI1, ..., POIn} (3)

where n denotes the number of POIs.

– Definition 4: A driver’s labelled routine item (LRI) is the combination of
a record and its corresponding POI, which can be defined as:

LRI = (R,POI) (4)
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– Definition 5: A series of labelled routine items make up the driver’s labelled
routine sequence (LRS), which can be defined as:

LRS =< LRI0, LRI1, ..., LRIm > (5)

where m denotes the length of the labelled routine sequence.

3.2 Framework of the proposed approach

Fig. 1 illustrates the working steps of the proposed driver routine prediction
framework. In this work, the car trip information consists of the GPS coor-
dinates, the current day of the week, the current time in minutes (where the
starting time t=0 minutes is at 0:00 a.m. of each day) and information about
the current car engine state (On/Off). The framework outputs the most likely
next destination and the departure time of the driver to the next destination.
Learning occurs implicitly, the driver does not need to be asked for his/her reg-
ular destinations or departure schedule. The framework works as follows, firstly
the data is cleaned and divided into training data, validation data, and test data.
Afterward, the training data is feed into the clustering algorithm. The clustering
algorithm will identify the POIs visited by the user in the past and creates the
training driver routine sequence. The validation and test data are then fed into
the clustering algorithm creating the respective routine sequences. The training
and validation data are then used to train and fine-tune the DNN. The DNN is
composed by an LSTM layer and two dense layers, the role of the LSTM layer is
to extract a meaningful representation of the input routine sequence, this layer
extracts higher-level features that are then fed into the dense layers to produce
the two outputs: next destination and departure time to that destination. The
loss functions defined for the next destination and leave time outputs are cross-
entropy and mean squared error, respectively. Since the network is trained using
gradient descent which minimizes a scalar, the loss functions are combined and
the gradients are calculated based on the sum of the loss functions.

Fig. 1. Proposed Deep Learning framework.
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The training of the deep learning model was performed on GPU NVidia
1060GTX with TensorFlow, to discover the optimal hyperparameters that lead
to the best performance the deep learning model was trained using a randomized
search method. This method consists in training the model using a defined num-
ber of combinations of hyperparameters, the hyperparameters are chosen ran-
domly from specified distributions [2]. The hyperparameters combination that
achieves the best validation performance is considered the optimal combination.
To evaluate the framework Top-n accuracy and F1 score were the defined met-
rics for evaluating the performance of the framework when predicting the next
destination (classification task). The metrics used to evaluate the performance of
the framework when predicting the departure time (regression task) were mean
squared error (MSE) and coefficient of determination R2. The MSE metric is
given by 1

n

∑n
i=1(yi− ŷi)

2, where yi are the true values and ŷi are the predicted
values. For the MSE metric lower scores are preferred. The R2 metric measures
the percentage of variance in the dependent variable that the model explains and

is given by 1 −
∑n

i=1(yi−ŷi)
2∑n

i=1(yi−ȳi)2
, where yi are the true values, ŷi are the predicted

values, and ȳi is the mean of the sample. The best possible R2 score is 1.00.

4 Experiments and Results

To validate the proposed framework, datasets from three different drivers were
considered. A simple mobile application was developed and installed on the
driver’s Android phones. The volunteers were asked to press a button in the
mobile application when they turn the car on or off. When the button is pressed
information about GPS coordinates, date, and time were recorded. The experi-
ment lasted for 10 weeks. Because the car is turned off and on at the same place
each dataset must be a sequence of multiple two very similar records in terms of
GPS coordinates (very similar because of GPS noise), this must hold true except
for the first and last dataset records. Taking this reasoning into consideration,
a record can be considered missing if it reflects an isolated GPS record different
from the previous and the next records (this might happen due to a read-out
error or a driver forgetting to use the application). In the data cleaning process,
these isolated records are removed.

The data clustering was performed with the mpts parameter set to 4, mean-
ing that a destination is only considered a POI if the driver has been at that
destination at least 4 times, destinations with less than 4 visits are considered as
unknown. We hypothesize that clustering less-visited destinations as unknown
locations will help the deep learning model to learn the underlying routine struc-
ture. The choice of setting the mpts to 4 was based on the rationale that mean-
ingful destinations of a driver are visited regularly, however this parameter can
be personalized for different driver’s depending on their routine.

The routine of the first driver reveals 10 POIs (Fig. 2(a) and (b)). The two
most visited destinations represent 47.67% of the places the driver visits and the
four most visited destinations represent 75.11%. Given this information, the first
driver seems to have a strict routine without many deviations. The routine of the
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second driver reveals 11 POIs (Fig. 2(c)) plus 1 unknown destination (labelled
POI 12, Fig. 2(d)). The two most visited destinations represent 53.82% of the
places the driver visits and the four most visited destinations represent 72.52%.
The second driver seems to have a strict routine but with more deviations than
the first driver given the higher number of destinations. Lastly, the routine of
the third driver reveals 11 POIs (Fig. 2(e)) plus 1 unknown destination (labelled
POI 12, Fig. 2(f)). The two most visited destinations represent 51.58% of the
places the driver visits and the four most visited destinations represent 81.37%.
The third driver also seems to have a strict base routine of 4 destinations and
deviations between the other less visited 8 destinations, contrarily to the second
driver the unknown destinations of this driver are not close to each other.

To evaluate the performance of the framework the datasets were divided
into training, validation, and test sets. The first six weeks of data were used for
training purposes, the 7th and 8th weeks were used for validation and the 9th
and 10th week were used for the testing phase.

Using a hyperparameter optimization technique known as randomized search,
around 1500 combinations of different hyperparameters were considered to search
for the best DNN performance. The considered hyperparameters were: number
of hidden LSTM nodes (ranging from 32 to 100), number of hidden FFN nodes
(ranging from 32 to 100), learning rate (ranging from 0.001 to 0.1), batch size
(ranging from 8 to 32), FFN hidden nodes activation functions (ReLU, SeLU,
tanh, sigmoid) and hidden nodes dropout rates (ranging from 0.0 to 0.5). The
best combination of hyperparameters was selected based on the validation set
performance, the best DNN was then used to make predictions on the test set.
The performance of the best DNN for each driver is summarized in Table 1.
From the analysis of Table 1, it can be concluded that the DNN is able to
capture the underlying routines of each driver. The classification performance
is generally very good, for the first and second drivers the training performance
is slightly better than the validation and test performances, this might be a
signal of over-fitting however, it might also indicate that these drivers had a
slight change on their routine on the last month of the collected data. The
classification performance was the lowest when tackling the third driver, this
driver might have the routine with most deviations since it also was the only
driver with multiple unknown destinations far from each other, nevertheless, the
DNN was able to achieve a very good top-1 accuracy of 86.40% on the test
set. Overall, the DNN shows very good performance when predicting the next
destination of the drivers. If we consider the 3 most probable predictions of the
model (Top-3 accuracy) the accuracy is 100%, 98.50%, and 94.40% on the test
set of the first, second, and third driver, respectively. In terms of the departure
time prediction the DNN achieved a wide range of performances, when tackling
the routine of the first driver the DNN was able to understand very well the
complex dynamics of departure time, it achieved a very good R2 Score of 93.69
and 0.0059 MSE on the test set. The DNN struggled the most when tackling the
routine of the third driver, the DNN was able to achieve a reasonably R2 Score
of 28.81 and 0.0486 MSE on the test set.
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. Clustering results obtained by HDBSCAN algorithm with the number of min-
imum points for cluster equal to 4. Condensed tree for Driver 1 (a), Driver 2 (c), and
Driver 3 (e) and respectively representation of the points of interest for Driver 1 (b),
Driver 2 (d), and Driver 3 (f).

The approach proposed in this work can achieve very good performance when
predicting future destinations and departure time of drivers. However, this work
has some limitations that should be addressed in future experiments. One limi-
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Table 1. Performance metrics for the proposed deep learning approach on the training,
validation and test sets.

Training Set Validation Set Test Set
Driver 1 Driver 2 Driver 3 Driver 1 Driver 2 Driver 3 Driver 1 Driver 2 Driver 3

Top-1 Acc. 98.43% 95.37% 86.57% 93.84% 85.95% 85.95% 96.20% 90.23% 86.40%

Top-2 Acc. 100% 99.54% 93.98% 98.63% 92.56% 96.69% 99.46% 97.74% 92.00%

Top-3 Acc. 100% 100% 96.06% 100% 97.52% 99.17% 100% 98.50% 94.40%

Top-4 Acc. 100% 100% 99.07% 100% 100% 100% 100% 100% 97.60%

Top-5 Acc. 100% 100% 99.07% 100% 100% 100% 100% 100% 98.40%

F1 Score 95.76% 91.25% 62.65% 83.09% 73.27% 67.58% 92.41% 72.91% 71.90%

R2 Score 92.41 73.55 53.74 91.27 54.31 38.37 93.69 79.21 28.81

MSE 0.0063 0.0241 0.0173 0.0075 0.0483 0.0439 0.0059 0.0195 0.0486

tation of this work is the reduced number of datasets and the duration of data
collection (10 weeks). We have shown that the developed framework is able to
capture weekly routines but we cannot state that monthly routines are well cap-
tured, in the future it would be beneficial to evaluate the framework with larger
datasets. Another limitation of this work is that the dataset has the underlying
assumption that the driver is always the same, which might not be realistic since
a car can be shared, for example, between husband and wife. To mitigate this
limitation, future work might focus on collecting data from the vehicle that iden-
tifies the driver and feeds that information into the model, this way the model
can also understand that different drivers have different routines and habits.

5 Conclusion

In this paper, we proposed a deep learning framework based on hierarchical
density-based clustering and LSTMs to predict the future destinations and de-
parture time of drivers’. The proposed approach was able to implicitly learn the
complex dynamics of daily routines and achieved very good performance both
when predicting the next destination and the departure time. These findings con-
stitute a very promising basis to further develop and experiment with driving
data acquired from the vehicle’s cockpit. Provided that the stated limitations
can be overcome, our work opens many perspectives for future development,
first by being applied to data acquired by the vehicle’s cockpit and then to be
implemented in the vehicle’s cockpit to assist drivers in their daily routines. Fu-
ture work will focus on starting the implementation and testing of the proposed
approach on vehicles cockpits in the scope of the joint project UMinho & Bosch
“Easy Ride:Experience is everything” (ref POCI-01-0247-FEDER-03933).
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