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Objetos compactos, colapso gravitacional e singularidades em

teorias relativistas da gravitação

Resumo

A natureza e a evolução de objetos astrofísicos massivos providenciam uma janela natural para estudar a

interação gravitacional; em particular, entender o estado final do colapso gravitacional e a formação de singu-

laridades é um dos problemas fundamentais da física moderna. Nesta tese, iremos estudar vários modelos

para objetos compactos e fluidos de matéria em colapso gravitacional no contexto de teorias afins da gravi-

dade, em particular, iremos analisar como a inclusão de torsão no espaço-tempo afeta a estrutura e a dinâmica

de objetos compactos massivos e a formação de singularidades.

Na primeira parte, iremos desenvolver as ferramentas matemáticas que serão utilizadas ao longo da tese.

Começamos por generalizar a decomposição covariante 1+3 para teorias afins da gravitação em espaços-

tempo dotados de uma conexão afim, compatível com a métrica. Estes resultados mostram claramente

como o tensor de torsão afeta a geometria dos espaços-tempo, em particular conclui-se que este influencia

diretamente as quantidades cinemáticas de uma congruência, resolvendo muitos dos equívocos presentes

na literatura. Investigamos as condições para o mergulho de uma variedade num espaço-tempo de maior

dimensão, generalizando as equações de Gauss-Codazzi-Ricci para conexões afins compatíveis com amétrica.

De seguida, estudamos a junção suave de dois espaços-tempo numa fronteira comum na presença de torsão,

corrigindo e estendendo os resultados na literatura.

A segunda parte desta tese é dedicada a singularidades do espaço-tempo. Expandimos o âmbito do

teorema de Raychaudhuri-Komar na teoria da Relatividade Geral a uma larga gama de teorias da gravitação

e mostramos como a presença de torsão e aceleração influencia a formação de singularidades. De seguida,

consideramos o colapso de um fluido num espaço-tempo de Szekeres no contexto da teoria de Einstein-

Cartan-Sciama-Kibble, encontrando um conjunto de condições aos dados iniciais para evitar a formação de

singularidades.

Na última parte consideramos soluções exatas para objetos compactos. Ao generalizar as equações de

Tolman-Oppenheimer-Volkoff no contexto da teoria de Einstein-Cartan-Sciama-Kibble, derivamos e estudamos

as propriedades de soluções exatas para objetos compactos permeados por um fluido perfeito composto por

fermiões, suavemente combinados a um vácuo exterior. Também, provamos sob condições gerais que, no

contexto de uma torsão do tipo de Weyssenhoff, não existem objetos compactos estáticos, esfericamente

simétricos suportados apenas pelo momento angular intrínseco da matéria. Por fim, consideramos a junção

dos espaços-tempo Minkowski — Reissner-Nordström com a presença de uma camada fina de matéria. En-

contramos todas as soluções e investigamos as propriedades dos espaços-tempo resultantes.

Palavras-chave: Decomposição covariante do espaço-tempo, formalismo de junção de espaços-tempo, ob-

jectos compactos, teoremas de singularidades, torsão.
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Compact objects, gravitational collapse and singularities in rela-

tivistic theories of gravitation

Abstract

The nature and evolution of massive astrophysical bodies provide a natural window to study the gravitational

interaction; in particular, understanding the end state of gravitational collapse and the formation of singularities

is one of the fundamental problems in modern physics. In this thesis, we will study several models for

compact objects and matter fluids undergoing gravitational collapse in the context of affine theories of gravity,

in particular, we will analyze how the inclusion of space-time torsion affects the structure and the dynamics of

compact objects and the formation of singularities.

In the first part, we develop a set of mathematical tools that will be used throughout the thesis. We start by

generalizing the 1+3 covariant decomposition for generic affine theories of gravitation in space-times endowed

with a metric compatible affine connection. These results, clearly show how the torsion tensor affects the

geometry of the space-time, in particular it is found that it directly impacts the kinematical quantities of a

congruence, solving many of the ambiguities lingering in the literature. We investigate the conditions for the

embedding of a manifold in a higher dimensional space-time, generalizing the Gauss-Codazzi-Ricci equations

for metric compatible affine connections. Then, we study the smooth matching of two space-times at a

common boundary in the presence of torsion, correcting and extending the results in the literature.

The second part of this thesis is devoted to space-time singularities. We extend the scope of the

Raychaudhuri-Komar theorem of General Relativity to a wide class of theories of gravitation and show how

the presence of torsion and acceleration influences the formation of singularities. We then consider the case

of a collapsing fluid permeating a Szekeres space-time in the context of the Einstein-Cartan-Sciama-Kibble

theory, finding a set of conditions on the initial data for the avoidance of singularities.

In the last part we consider exact solutions for compact objects. Generalizing the Tolman-Oppenheimer-

Volkoff equations in the context of the Einstein-Cartan-Sciama-Kibble theory, we derive and study the properties

of exact solutions for compact objects permeated by a perfect fluid composed of fermions, smoothly matched

to an exterior vacuum. Moreover, we prove under generic conditions that, in the context of a Weyssenhoff-like

torsion, no static, spherically symmetric compact objects supported only by the intrinsic spin of matter can

exist. Lastly, we consider the junction of a Minkwoski — Reissner-Nordström space-times by means of a thin

matter shell. We find all the possible solutions and investigate the properties of the resulting space-times.

Keywords: Compact objects, covariant space-time decomposition, singularity theorems, space-time junction

formalism, torsion.
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Chapter 1

General introduction

The geometrization of the gravitational interaction is one the most remarkable achievements of humankind.

The paradigm shift introduced by Einstein’s theory of General Relativity (GR), where the gravitational field is

associated with the metric tensor of a manifold, not only reconciled the theory of special relativity with gravity

or solved the enigma of the precession of the perihelion of Mercury, but it also predicted a plethora of new

phenomena. Notably, the behavior of matter under extreme gravitational fields, where the theory predicts a

drastically distinct behavior when compared to the classical Newtonian gravitation, for instance, fully relativistic

stars are expected to have, under rather generic conditions, a maximum allowed mass [1], beyond which they

will undergo gravitational collapse, possibly forming an event horizon, a surface dividing the space-time in two

causally separated regions; even predicting the formation of singularities, not only of the theory, but actual

points removed from the space-time manifold.

The existence and formation of space-time singularities has been an area of active discussion since

the early days of GR. Not only the first non-trivial solutions: the Schwarzschild [2] and Friedman-Lemaître-

Robertson-Walker (FLRW) models [3–9], were known to harbor space-time singularities; after the seminal work

of Oppenheimer and Snyder [10], it was realized that these singularities — in the latter, of the stress-energy

tensor — could indeed form from physical phenomena.

Although the existence of singularities in some solutions of GR was known, these were believed to be a

consequence of the symmetries imposed on the space-time manifold, and more realistic scenarios would not

suffer from such defects. It was not until the works of Raychaudhuri and Komar [11, 12], and Penrose and

Hawking [13–16] that it was understood that the formation of singularities due to gravitational collapse is a

generic and unavoidable feature of the theory, challenging its validity on such scenarios.

Not only theoretically but also from an experimental point of view, it has become increasingly clear that

the theory of General Relativity, even in the non-quantum regimes, may not correspond to the full theory for

the gravitational interaction. In spite of its complexity, GR is a comparatively simple theory given the plethora

of possible alternatives. It is in fact serendipitous that GR passed so many experimental tests: not only the

theory predicts and describes, so far, all observations of the solar system; the, nowadays regular, detection
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of gravitational waves have attested to the validity of the theory in the vicinity of supermassive astrophysical

objects [17]. On the other hand, the data from rotational curves of galaxies [18] and Supernovae emission

spectra [19, 20], show that the predictions of GR are incompatible with the experimental observations without

the inclusion of extra fields.

The torsion tensor field and the Einstein-Cartan theory

One of the fundamental assumptions of the theory of General Relativity is the fact that the geometry of the

space-time manifold is uniquely described by the metric tensor field. In particular, this imposes that the

affine connection is of the Levi-Civita type: metric compatible and symmetric. From a theoretical, other than

Occam’s razor, and experimental point of view [21] there is no reason for such condition. Then, one possible

extension of the theory concerns removing the constraint that the connection must be symmetric, leading to

an extra geometrical field on the manifold — the torsion tensor. This is the idea of the so called Einstein-Cartan

theory [21, 22] where the geometry of the space-time is described by both the metric and the torsion tensor

fields1.

One particular realization of the Einstein-Cartan theory is the Einstein-Cartan-Sciama-Kibble (ECSK) the-

ory [23, 24] where the field equations are still derived from the Einstein-Hilbert action2. The ECSK theory

represents one of the simplest generalizations of GR. In this regard, it has been shown [21, 23, 24] that the

extra degrees of freedom due to torsion can be related with the matter intrinsic spin, allowing for the inclusion

of quantum corrections in a macroscopic limit, in a geometric theory of gravitation. The framework of the

ECSK theory has lead to many important results, showing how the extra geometrical structure influences the

behavior of the matter fluids that permeate the space-time and, consequently, the geometry of the manifold.

Notably, early works in a cosmological setting [25–29] showed that the inclusion of torsion could act as a

repulsive force, counteracting the gravitational collapse and possibly prevent the formation of singularities.

Compact objects

A natural window to probe the gravitational interaction and test a theory of gravitation is studying the structure

and dynamics of compact astrophysical objects. The various experimental tests on the gravitational interaction

confidently assert that vacuum solutions of GR, namely the Schwarzschild and Kerr models [30–32], accurately

describe the current experimental data on the corresponding regimes. This, then, places strong bounds on the

possible alternative theories of gravitation and the corresponding solutions in vacuum. Alternatively, deviations

introduced by distinct theories of gravitation are expected to manifest in the presence of matter. This, on the

other hand, places the difficulty of separating the effects due to the extra degrees of freedom in a given theory

1In general, it is possible to also remove the imposition that the connection is compatible with the metric. There are however, good physical reasons to impose
this, for instance, the norm of a tangent vector field to a geodesic would not be constant along the curve.

2In the literature, the nomenclature Einstein-Cartan and ECSK theories are usually used interchangeably. This leads to difficulties when we want to refer to the
particular theory following from the Einstein-Hilbert action. Based of the initial works of Sciama and Kibble [22–24], in this work we will adopt the convention that
the ECSK theory refers to the case when the field equations follow from the Einstein-Hilbert action.
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of gravitation or due to the equation of state of the matter fields that permeate the space-time. It is then

important to study solutions that markedly differ from GR so that, either there is no equivalent setup in GR or

it would lead to unphysical equations of state. In this thesis, we will then study solutions for compact objects

in different theories of gravitation, considering either static setups which, can be used to model massive

astrophysical bodies such as stars or Neutron stars, or the gravitational collapse of matter fluids. In particular,

we will discuss how the presence of a torsion tensor field affects the solutions and the behavior of this kind of

objects.

Given the nature of the torsion tensor field, in the Einstein-Cartan theory it is not possible to relegate its

effects as extra matter fields on the space-time [33]: since the geometry of the manifold is described by the

metric and the torsion tensors, the way this extra geometrical degrees of freedom will couple with matter,

will lead — as we will see — to manifestly distinct behavior when compared to theories of gravitation based

on manifolds with a Levi-Civita connection. In this respect, the research on the effects of torsion in compact

objects is scarce. Early attempts to find solutions with non-vanishing torsion tensor relied on a mapping

between this field and an effective fluid in the theory of General Relativity, disregarding the effects of torsion

on the whole geometry of the space-time and considering its effects only on the metric tensor, leading to

nonsensical results with solutions with singularities [34, 35] or to the conclusion that stable configurations

only exist for extremely small densities and radius [36].

Outline of the thesis

To help the reader navigate through this thesis, we briefly provide its outline and structure. In Part I we derive

and present the mathematical results that will be used throughout the thesis. Given the plethora of different

conventions in the literature, here we will also set the notation and define the various quantities. In that regard,

the treatment is intended to be self-contained, assuming only that the reader has a basic understanding of

Lorentzian geometry. Moreover, the results in this part are rather general so that, they can be applied to

various setups, even in areas outside the theme of this work.

In Chapter 2 we will introduce the 1+3 covariant space-time decomposition for generic affine theories of

gravitation, namely we will properly define the kinematical quantities that characterize a congruence of curves,

the electric and magnetic parts of the Weyl tensor and the covariant components of the stress-energy tensor;

then, we find the complete set of evolution and constraint equations for these quantities. Next, in Chapter 3

we will study the geometry of sub-manifolds of a higher dimensional Lorentzian manifold. We will first find the

conditions for the embedding of hypersurfaces in a space-time, in particular, we will study in what conditions a

space-time admits the existence of hypersurface orthogonal congruences. Then, we study the relation between

the geometry of an higher dimensional manifold with that of an embedded sub-manifold: we will introduce the

first and second fundamental forms and derive the generalized Gauss-Codazzi-Ricci equations for Lorentzian

manifolds endowed with a metric compatible, affine connection. To close this part, we consider the junction of

two space-times at a common boundary in the presence of a torsion tensor field, deriving the necessary and
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sufficient conditions for a smooth junction such that, the resulting space-time has a well defined geometry at

the matching surface.

In Part II we will focus on studying space-time singularities, in particular, how the inclusion of space-

time torsion affects their formation. In Chapter 4 we will study caustics of congruences of causal curves

and generalize the classical focus theorems for time-like and null curves, not necessarily geodesics, in the

presence of torsion. These results will then be used to construct singularities theorems. In the time-like

case, we will extend the scope of the Raychaudhuri-Komar theorem to affine theories of gravitation for perfect

fluids and scalar fields. In Chapter 5 we consider the particular case of a perfect fluid permeating a Szekeres

space-time, in the context of the ECSK theory. Relating the degrees of freedom of the torsion tensor with the

intrinsic angular momentum of matter, we show how the intrisinc spin influences the possible solutions and

the formation of singularities. Then, we consider various particular solutions of the Szekeres model, namely,

Lemaître-Tolman-Bondi, Friedman-Lemaître-Robertson-Walker, Senovilla-Vera and locally rotationaly symmetric

Bianchi type I space-times, extending the previous results or explicitly verifying them — either analytically or

numerically.

The third and last part of this thesis is devoted to solutions for compact objects. In Chapter 6 we start by

deriving the 1+1+2 covariant formalism for stationary, locally rotationally symmetric space-times permeated by

a Weyssenhoff spin fluid, in the context of the ECSK theory. These results are then used to find the generalized

Tolman-Oppenheimer-Volkoff structure equations. The newly derived equations allow us to find and study the

properties of exact solutions for compact objects. In particular, we analyze how the intrinsic spin of matter

changes the Buchdahl limit for the maximum compactness of stars and, under rather generic conditions,

we prove that in the context of a Weyssenhoff like torsion, no static, spherically symmetric compact objects

supported only by the intrinsic spin can exist. We also provide a set of algorithms to generate new solutions

from previously known ones. In Chapter 7 we consider the junction of a Minkwoski — Reissner-Nordström

space-times by means of a thin matter shell. Given the complexity of the Reissner-Nordström space-time, we

derive two patches of Kruskal-Szekeres coordinates, covering all possible sub-regions; this allows us to find

and clearly relate the properties of the fluid composing the shell with the region it inhabits. We then test the

results against the classical energy conditions.

In this thesis, all quantities are expressed in the geometrized unit system where G = c = 1, Greek indices

run from 0 toN −1 and Latin indices run from 1 toN −1, whereN denotes the dimension of the manifold.

Moreover, we will assume the metric signature (−+++ ...) and use the Einstein summation convention.
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Part I

Covariant manifold threading and geometry

of hypersurfaces
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Chapter 2

Covariant 1+3 space-time decomposition

2.1 Introduction

Covariant space-time decomposition approaches were devised as powerful tools to analyze the geometry and

dynamics of tensor fields on a space-time, aiming to take directly into account the symmetries and preferred

directions in a manifold. This kind of formalism of partial decomposition of the space-time manifold has

been extensively employed to explore the properties of solutions of selected theories of gravitation, namely:

cosmological models, either in the context of GR [37–46] or other f (R) modified theories of gravitation [47,

48]; or space-times of astrophysical interest [49–52]. Moreover, these methods play a pivotal role in the study

of formation of space-time singularities [16, 53].

One particular realization of such approaches is the so called 1+3 formalism1 [38–40]. In this formalism,

it is assumed the existence of a congruence of smooth curves, so that any tensor quantity on the space-time

is, at each point, separated in its components along the direction of the tangent vector field to the congruence

and components along orthogonal surfaces — to the curves of the congruence. In fact, this property of the

formalism makes it especially useful from a physical point of view since, usually we are interested in studying

the evolution of certain quantities in time. Then, assuming the existence of a time-like congruence, the 1+3

formalism naturally decomposes the structure equations that describe the geometry of the space-time and

tensor fields in the manifold along a time and spatial directions. Moreover, this natural splitting of the manifold

can greatly simplify the problem of finding solutions when the space-time admits the existence of preferred

directions, such as Killing vector fields. Another advantage of the formalism comes from the fact that it is, by

construction, independent of a coordinate system. In a geometric theory of gravity, the geometry of the space-

time is related with the matter fields that permeates it. Since the evolution and constraint equations found

1To not be confused with the “3+1 formalism” (see e.g. Ref. [54]). This change in semantics is due to the fact that in the 1+3 formalism the foliation of the
space-time in N − 1 surfaces, does not have to constraint such surfaces to be integral manifolds. The 3+1 formalism refers to the case when the space-time
foliation assumes a family of integral manifolds, orthogonal to a given congruence of curves, placing the focus on the geometry of this hypersurfaces. In the case of
the 1+3 formalism the manifold is assumed of be threaded by a family of curves, a congruence, so that the geometry of the space-time is encoded in the kinematical
quantities that characterize the congruence and the Weyl tensor components.
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from the 1+3 formalism are completely covariant, they provide a clearer interpretation of the relations between

the kinematics of the congruence and the properties of the matter fields that permeate the space-time.

Although the 1+3 formalism was initially devised to study solutions of the theory of General Relativity and

recently it has been employed in the context of other f (R) theories of gravity, the paradigm of covariant

space-time decomposition is applicable to an even wider class of geometric theories of gravitation. In this

chapter we will focus on the extension of the 1+3 formalism for space-times with a metric compatible affine

connection. This will allow us to introduce the general structure equations, the geometric quantities and set

the conventions that will be used throughout this thesis.

2.2 Geometry of Lorentzian manifolds with torsion

Due to the wide variety of different conventions used in literature, let us start by gently introducing the basic

definitions and setting the conventions that will be used throughout this thesis.

Let (M, g) be an N–dimensional Lorentzian manifold endowed with a metric compatible affine connec-

tion, Cγ
αβ , such that, the covariant derivative of a vector field u is given by,

∇αu
γ = ∂αu

γ + Cγ
αβu

β . (2.1)

The anti-symmetric part of the connection, Cγ
αβ , defines a tensor field called torsion

Sαβ
γ ≡ Cγ

[αβ] =
1

2

(
Cγ
αβ − Cγ

βα

)
. (2.2)

Using this definition, it is possible to split the connection into an appropriate combination of the torsion tensor

plus the usual metric connection2, Γγαβ ,

Cγ
αβ = Γγαβ + Sαβ

γ + Sγ αβ − Sβ
γ
α , (2.3)

with

Γγαβ =
1

2
gγσ (gασ + gσβ − gαβ) . (2.4)

The sum of the three torsion pieces on the RHS of Eq. (2.3) is frequently dubbed in the literature as the

contorsion tensor,

Kαβ
γ ≡ Sαβ

γ + Sγ αβ − Sβ
γ
α . (2.5)

From the anti-symmetry of the torsion tensor in the first two indices, it is straightforward to verify the following

identities for the contorsion tensor,

Kαβγ = −Kαγβ , (2.6)

2Also referred as the Levi-Civita connection or Christoffel symbols.
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K[αβ]
γ = Sαβ

γ . (2.7)

Having in mind the general affine connection (2.3), the Lie derivative between two vectors can be expressed

in terms of the torsion-full covariant derivative as

(Luv)γ = [u, v]γ = uα∇αv
γ − vα∇αu

γ − 2Sαβ
γuαvβ . (2.8)

This last equation and the definition of the Riemann tensor associated with Cγ
αβ ,

Rαβγ
ρ = ∂βC

ρ
αγ − ∂αC

ρ
βγ + Cρ

βσC
σ
αγ − Cρ

ασC
σ
βγ , (2.9)

lead to a modified version of the relation between the Riemann curvature tensor and the commutator of two

covariant derivatives in the case of non-vanishing torsion:

Rαβγ
δψδ = ∇α∇βψγ −∇β∇αψγ + 2Sαβ

δ∇δψγ , (2.10)

where ψ is an arbitrary 1-form. In the case of a Lorentzian manifold with non-null torsion, the Riemann

curvature tensor does not possess the same symmetries as in the torsion-free case, namely it verifies

Rαβγδ = −Rβαγδ ,

Rαβγδ = −Rαβδγ ,
(2.11)

and the modified Bianchi identities

R[αβγ]
δ = −2∇[αSβγ]

δ + 4S[αβ|
ρS|γ]ρ

δ , (2.12)

∇[αRβγ]δ
ρ = 2S[αβ|

σR|γ]σδρ . (2.13)

From Eq. (2.12) we find that the usual symmetry of exchanging the first and second pair of indices of the

Riemann tensor is modified in the presence of torsion, so that

2Rγδαβ = 2Rαβγδ + 3Aαγβδ + 3Aδαβγ + 3Aγδαβ + 3Aβδγα , (2.14)

where Aαβγδ ≡ −2∇[αSβγ]δ + 4S[αβ|
ρS|γ]ρδ.

The previous results are completely general, in particular, they are valid for space-times of any dimension.

Let us now consider the case of a space-time of dimension 4. In this case, a useful quantity to define is the

Levi-Civita volume form3. Introducing the Levi-Civita symbol, ηαβγδ, as the totally skew tensor density whose

3Also referred as covariant Levi-Civita tensor or Levi-Civita 4-form.
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components in any local coordinate system verify η1234 = +1, the Levi-Civita volume form is defined as

εαβγδ ≡
√
|det g| ηαβγδ , (2.15)

where |det g| represents the absolute value of the determinant of the metric tensor. The Levi-Civita volume

form verifies some very useful relations:

∇ρεαβγδ = 0 , (2.16)

εαβγδ =
sign (g)√
det |g|

ηαβγδ , (2.17)

εαβγδε
ρσµν = −24 gρ[α g

σ
β g

µ
γ g δ]

ν , (2.18)

εαβγδε
ασµν = −6 gσ [β g

µ
γ g δ]

ν , (2.19)

εαβγδε
αβµν = −4 gµ[γ g δ]

ν , (2.20)

εαβγδε
αβγδ = −24 , (2.21)

where the first equality follows from the assumption that the connection is metric compatible, the second from

the properties of the determinant of a matrix (see e.g. Ref. [55]) and in Eqs. (2.18) – (2.21) only the lower

indices are to be anti-symmetrized.

In the case of a manifold of dimension 4, the components of the Riemann curvature tensor, Rαβγδ, can

be written as the following sum [56]

Rαβγδ = Cαβγδ +Rα[γ g δ]β −Rβ[γ g δ]α −
1

3
Rgα[γ g δ]β , (2.22)

where Cαβγδ represents the Weyl tensor, Rαβ ≡ Rαµβ
µ the Ricci tensor and R the Ricci scalar. In the

presence of torsion, the Weyl tensor is still defined as the trace-free part of the curvature tensor, but it does

not retain all the other usual symmetries, instead:

Cαβγδ = −Cβαγδ ,

Cαβγδ = −Cαβδγ ,

C[αβγ]δ = R[αβγ]δ +R[αβ gγ]δ .

(2.23)

Also, in the presence of torsion, the relation between the derivative of the Weyl tensor and the Riemann tensor

is modified (see Appendix A for the derivation),

∇αC
γδβα =

1

4
εµνλβQµνλσρε

σργδ+

+
3

2
gβ[δQγ]µν

µν +∇[δRγ]β − 1

6
gβ[γ∇ δ]R ,

(2.24)
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where Qαβγδρ ≡ 2S[αβ|
σR|γ]σδρ, generalizing the formula given in Ref. [57] (see also Ref. [45]).

2.3 The separation vector between infinitesimally close curves

of a congruence

Having introduced the definitions and properties of the basic geometric quantities, we will now consider the

notion of separation (sometimes deviation) vector between infinitesimally close curves of a congruence and

relate its evolution with the kinematical quantities that characterize the congruence.

Consider a congruence of curves, not necessarily geodesics, such that each curve of the congruence is

parameterized by an affine parameter λ. Consider a second congruence, this time of geodesics, parameterized

by an affine parameter t, such that each geodesic intersects a curve of the first congruence at one and only

one point of the space-time. Given two curves of the first congruence, c1 and c2, and a geodesic of the second

congruence, γ, let the two points p and q be the intersection points of γ with, respectively, c1 and c2, with

c1 (λ0) = γ (t0) = p. Assuming that the point q is in a small enough neighbourhood of the point p such

that q = γ (t0 + δt) ≈ p+ ∂γ
∂t

∣∣
t0
δt. If ℓ is the tangent vector to the geodesic γ in p, then

ℓ ≡ δt
∂γ

∂t

∣∣∣∣
t0

= q − p , (2.25)

gives a meaningful notion of the separation between the curves c1 and c2.

Let us now consider a coordinate neighbourhood that contains the points p and q, such that p = {xα},
q = {x′α} = {xα + ℓα}, with

ℓα = δt
∂xα

∂t
, (2.26)

and let uα be the components of the tangent vector field to the curve c1 (from here on we will drop the index

1) at p,

uα =
∂xα

∂λ
. (2.27)

In order to find the general expression for the evolution of the separation vector, ℓ, we will start by computing

the Lie derivative of ℓ over the tangent vector u and vice versa. From the definition of the Lie derivative of two

vector fields, Eqs. (2.26) and (2.27) we find

Lℓ u = Lu ℓ = 0 . (2.28)

Using Eqs. (2.8) and (2.28) it is possible to derive an equation for the change of the separation vector along

the fiducial curve c,

uβ∇βℓ
α = Bβ

αℓβ , (2.29)
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where

Bβ
α = ∇βu

α + 2Sγβ
αuγ . (2.30)

Then, for infinitesimally close curves, the evolution of the separation vector along the fiducial curve is entirely

described by the tensor field B. Let us emphasize that in the derivation of Eqs. (2.29) and (2.30) we have

not specified the type of the tangent vector, u, to the fiducial curve, hence, these equations are equally valid

for the case of u being time-like, space-like or null, with the fiducial curve being either a geodesic or not.

The second term in the RHS of Eq. (2.30) represents an explicit contribution of the torsion tensor to the

evolution of a congruence of curves. In fact, we can verify some geometrical implications of Eqs. (2.29) and

(2.30). The derivative along c of the quantity ℓαuα reads

D (ℓαu
α)

dλ
= ℓβa

β + 2Sσγαu
σuαℓγ , (2.31)

where we have introduced the acceleration vector a, appearing for non geodesics fiducial curves, with com-

ponents in a local coordinate system

aα = uγ∇γu
α . (2.32)

The expression (2.31) represents the failure of the separation vector ℓ and the tangent vector u to stay orthog-

onal to each other, that is, if at a given point, ℓ and u are orthogonal to each other, a general non-null torsion,

S, or a non-null acceleration, a, will spoil the preservation of such orthogonality along the curve. Note that

a torsion field, with no further imposed symmetry, will lead to effects parallel to the direction of u (second

term on the right hand side of (2.31)), contributing to a relative acceleration between two initially infinitesimally

close particles.

The analysis of Eq. (2.31) leads to the conclusion that the tensor B, describing the behavior of the

separation vector will have, for the case of a generic torsion tensor, non-null components tangential and

orthogonal to the tangent vector field associated with the fiducial curve c. Without loss of generality, it is then

possible to write Bαβ in terms of two components: one completely orthogonal to u and another containing

the remaining terms. Given a projector hαβ onto the surface orthogonal to the curve c at a given point, we

can write

Bαβ = B⊥αβ +B∥αβ , (2.33)

with

B⊥αβ ≡ hα
γhβ

σBγσ , (2.34)

B∥αβ ≡ Bαβ −B⊥αβ . (2.35)

In analogy to the case of null torsion, we want to define the kinematical quantities identifying expansion, shear,

and vorticity, θ, σαβ and ωαβ , respectively, of neighboring curves of the congruence. These quantities will
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only depend on the orthogonal part, B⊥, of the tensor B so that, defining the kinematical quantities as

θ = B⊥γ
γ ,

σαβ = B⊥(αβ) −
hαβ
hγγ

θ ,

ωαβ = B⊥[αβ] ,

(2.36)

without loss of generality B⊥αβ can be decomposed as

B⊥αβ =
hαβ
hγγ

θ + σαβ + ωαβ . (2.37)

Before we continue let us emphasize that the definitions of the kinematical quantities given by (2.36) are

always valid whenever the tensor B is related with the variation of the separation vector between curves of a

congruence by an equation such as (2.29) (cf., e.g., Ref. [58]).

2.4 Projector operator and projected covariant Levi-Civita ten-

sor

The set of kinematical quantities that characterize a congruence in a Lorentzian manifold represent one of

the building blocks of all covariant space-time decomposition approaches. The results in the previous section

are quite general and valid for curves of any kind, however, the procedure that defines the projector operator

strictly depends on the specific family of considered curves. Once the projector is assigned, Eq. (2.37) will

give an actual expression in terms of the tangent vector, its derivatives and the torsion tensor which, in turn

can be related with the Riemann and Weyl tensors. Here we will focus on developing the 1+3 formalism for

time-like congruences in a 4–dimensional Lorentzian manifold with torsion4.

Consider a Lorentzian manifold of dimension 4, (M, g, S), admitting, in some open neighborhood, the

existence of a congruence of time-like curves with tangent vector field u. Without loss of generality, we can

foliate the manifold in 3-surfaces, V , orthogonal, at each point, to the curves of the congruence, such that all

tensor quantities are defined by their behavior along the direction of u and inV . This procedure is usually called

“1+3 space-time decomposition”. Such decomposition of the space-time manifold relies on the existence of

a projector to the hypersurface V . Assuming each curve of the congruence to be affinely parameterized, so

that uαuα = −1, the projector onto V , at each point can be defined as

hαβ ≡ gαβ + uαuβ , (2.38)

4Many of the results that we will introduce are valid or easily extended for manifolds of dimension N ≥ 2. In fact, this will be used in Chapter 4, to study
singularities theorems. Nonetheless, quantities and identities that rely on the covariant Levi-Civita tensor, Eq. (2.15), notably the 1+3 decomposition of the Weyl
tensor, are dimension dependent, hence, as we will see, the general set of structure equations will depend on the dimension of the manifold.
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verifying
hαβu

α = 0 ,

hαβ = hβα ,

hα
γhγβ = hαβ ,

hσσ = 3 .

(2.39)

Another useful operator is the projected covariant Levi-Civita tensor

εαβγ = εαβγσu
σ , (2.40)

derived from the Levi-Civita volume form, defined in Eq. (2.15), with the following properties

εαβγ = ε[αβγ] ,

εαβγu
γ = 0 ,

εαβγε
µνσ = 6hµ[αh

ν
βhγ]

σ ,

εαβγε
µνγ = 2hµ[αhβ]

ν ,

εµναε
µνβ = 2hα

β .

(2.41)

Moreover, using Eq. (2.38) and the properties of the Levi-Civita volume form, we find the useful identities

hµ
αhν

βhρ
γhλ

σεαβγσ = 0 ,

εαβγσ = hα
µεµβγσ + uαεβγσ .

(2.42)

2.5 Torsion, Weyl and stress-energy tensors decomposition

Defined the projector operator hαβ , we will now write the decomposition of the torsion tensor, Eq. (2.2), and

the Weyl tensor, (2.22), in terms of their components along the direction of the tangent vector field u and on

V . For the torsion tensor we find

Sαβγ = εαβ
µS̄µγ +W[α|γu|β] + Sαβuγ + u[αXβ]uγ , (2.43)

with

S̄αβ =
1

2
εαµνh

σ
βS

µν
σ ,

Wαβ = 2uµhναh
σ
βSµνσ ,

Sαβ = −hµαhνβuσSµνσ ,

Xα = 2uµhναu
σSµνσ .

(2.44)
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For the Weyl tensor,

Cαβγδ = −εαβµεγδνEνµ − 2uαEβ[γ u δ] + 2uβEα[γ u δ] − 2εαβµH
µ
[γ u δ] − 2εµγδH̄

µ
[αuβ] , (2.45)

where

Eαβ = Cαµβνu
µuν , (2.46)

Hαβ =
1

2
εα

µνCµνβδu
δ , (2.47)

H̄αβ =
1

2
εα

µνCβδµνu
δ , (2.48)

are the “electric” part and “magnetic” parts of the Weyl tensor, respectively. Equation (2.45) generalizes the

results in Ref. [41] to the case of non-null torsion5. Note, however, that, differently from the torsionless case,

there are two different tensor quantities associated to the magnetic part of the Weyl tensor: Hαβ and H̄αβ .

From the results in Eq. (2.23), we see that in the presence of torsion the tensors Eαβ , Hαβ and H̄αβ

have the following properties:

Hαβ = hα
µhβ

νHµν , Hαβ = H(αβ) ,

H̄αβ = hα
µhβ

νH̄µν , H̄αβ = H̄(αβ) ,

Eαβ = hα
µhβ

νEµν , Eα
α = 0 .

(2.49)

Therefore, Eαβ , may not be a symmetric tensor andHαβ and H̄αβ do not have to be trace-free. On the other

hand, due to the properties of the Levi-Civita volume form and the fact that the Weyl tensor is, by definition,

trace-free, even in the presence of torsion, the magnetic parts, Hαβ and H̄αβ , are symmetric under the

exchange of indices.

Continuing, if we are to apply the 1+3 formalism to study the dynamical evolution of matter fields per-

meating the space-time manifold, we will need to find the covariantly defined quantities associated with the

fluid. These will be provided by the 1+3 decomposition of the stress-energy tensor T . Without imposing any

symmetries on T and using Eq. (2.38) we have

Tαβ = µuαuβ + p hαβ + q1αuβ + uαq2β + παβ + εαβ
γmγ , (2.50)

5Bear in mind that in Ref. [41] there is an incorrect sign, as noted and corrected in Ref. [45].
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with
µ = uµuνTµν , q1α = −hαµuνTµν ,

p =
1

3
hµνTµν , q2α = −uµhναTµν ,

παβ = T⟨αβ⟩ , mα =
1

2
εα

µνTµν ,

(2.51)

where we have used the angular brackets to represent the projected symmetric part without trace of a 2-tensor

on V , that is, for a tensor ψαβ,

ψ⟨αβ⟩ ≡
[
hµ(αhβ)

ν − hαβ
3
hµν
]
ψµν . (2.52)

2.6 Structure equations

The kinematical quantities of a congruence of curves (2.36), the acceleration vector field (2.32) and the tensors

found from the decomposition of the torsion, Weyl and stress-energy tensors, Eqs. (2.44), (2.46) - (2.48) and

(2.51), completely describe the geometry of the manifold M and the properties of the matter fields that

permeate it. We have then to find a complete set of differential equations that describe the evolution of these

quantities along u and on V .

In order to keep the equations as compact as possible, we will introduce the following notation: given a

tensor field ψα...β γ...σ we define

Dµψα...β
γ...σ ≡ hµ

νhα
ρ...hβ

δhλ
γ...hφ

σ∇νψρ...δ
λ...φ , (2.53)

as the fully orthogonally projected covariant derivative onV ; on the other hand, a “dot” represents the covariant

derivative along the integral curve of u, that is

ψ̇α...β
γ...σ = uµ∇µψα...β

γ...σ , (2.54)

and we will use the expression in (2.37) for the orthogonal part of the evolution tensor B, B⊥, in terms of the

kinematical quantities, with hγγ = 3.

Now, from Eqs. (2.30), (2.37) and (2.38) we find that the covariant derivative of the tangent vector field u

is given by

∇αuβ = B⊥αβ −Wαβ − uαaβ =
1

3
hαβθ + σαβ + ωαβ −Wαβ − uαaβ . (2.55)
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Then, from the Ricci identity, Eq. (2.10), we find the propagation equations for the kinematical quantities6,

θ̇ − Ẇα
α =−Rαβu

αuβ −
(
1

3
θ2 + σαβσ

αβ + ωαβω
βα

)
+∇αa

α+

+W βα

[
1

3
hαβθ + σαβ + ωαβ

]
+Xαa

α ,

(2.56)

hµ
αhν

β
(
ω̇αβ − Ẇ[αβ]

)
=− E[µν] +

1

2
hµ

αhν
βR[αβ] −

2

3
θωµν − 2σ[µ

αωα|ν] +D[µaν]

+X[µaν] +
1

3
θW[µν] +

(
σ[µ|δ + ω[µ|δ

)
W δ

|ν] ,
(2.57)

hµ
αhν

β
(
σ̇αβ − Ẇ⟨αβ⟩

)
=− E(µν) +

1

2
R⟨µν⟩ +D⟨µaν⟩+

+ a⟨µaν⟩ −
2

3
σµνθ − σ⟨µ|

δσδ|ν⟩ − ω⟨µ|
δωδ|ν⟩+

+X⟨µaν⟩ + σ⟨µ|
δWδ|ν⟩ + ω⟨µ|

δWδ|ν⟩ +
1

3
W⟨µν⟩θ ,

(2.58)

and the constraint equations,

εαβγDα (ωβγ −Wβγ) + εµνρaρωνµ = Hρ
ρ + εµνρaρ (Sνµ +Wνµ)−

− 2S̄µν
(
1

3
hνµθ + σνµ + ωνµ −Wνµ

)
,

(2.59)

εαβ⟨µ|Dα

(
σβ

|ν⟩ + ωβ
|ν⟩ −Wβ

|ν⟩)+ εαβ⟨µaν⟩ωβα = H⟨µν⟩ + 2S̄⟨µ|δWδ
|ν⟩−

− εαβ⟨µaν⟩ (Sαβ +Wαβ)

− 2S̄⟨µ|δ
(
1

3
hδ

|ν⟩θ + σδ
|ν⟩ + ωδ

|ν⟩
)
,

(2.60)

2

3
Dαθ −Dµ (σα

µ + ωα
µ −Wα

µ)−

−DαWµ
µ − 2aµωαµ = −hµαRµβu

β − 2ελραS̄
λµWµ

ρ+

+ 2aµ
(
Sµα +W[µα]

)
+

+ 2ελραS̄
λµ

(
1

3
hµ

ρθ + σµ
ρ + ωµ

ρ

)
.

(2.61)

Equations (2.59) and (2.60) clearly exemplify how the presence of torsion modifies the geometry of the

manifold and, consequently, the change in the evolution of a congruence of time-like curves. When comparing

to the case of null torsion [38, 40], we see that, in the presence of a general torsion tensor field, the magnetic

6Equations (2.56), (2.57) and (2.58) follow from computing the projection hµαuβhνγRαβγδu
δ and evaluate, respectively, its trace, anti-symmetric part and

symmetric part without trace. Equations (2.59), (2.60) and (2.61) follow from computing the projection εαβλhργRαβγδu
δ and evaluate, respectively, its trace,

symmetric part without trace and anti-symmetric part.
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part of the Weyl tensor, H , is characterized by both these equations, in particular, contrary to the case of

null-torsion, it also depends on the divergence of the vorticity tensor. Hence, from Eq. (2.59), we conclude

that the presence of torsion contributes to a non-null divergence of the vorticity tensor, that is, the presence of

torsion acts as a source of rotation of the congruence.

Provided the field equations of a gravity theory to relate the projection of the Ricci tensor with the stress-

energy tensor, Eq. (2.56) represents the generalization of the Raychaudhuri equation for manifolds with non-

null torsion [59], describing the evolution of the expansion of a congruence of curves. This result differs from

previous versions of the torsion-full Raychaudhuri equation available in literature. More concretely, Refs. [33,

60–63] did not take properly into account the relation between the tensor B, (2.30), and the evolution of the

separation vector between infinitesimally close curves of the congruence, assuming that the expression for

Bαβ is a priori the same as in the case of null torsion. On the other hand, few quite specific models [25–28,

64] where the componentW of the torsion tensor is set to zero, accidentally result in the correct expression.

The propagation and constraint equations for the components of the Weyl tensor are found from the second

Bianchi identity (2.12) or, equivalently, from Eq. (2.24). For the electric part we find7

Eα
µ (σµβ + ωµβ)− hαµhβνĖ

µν − Eαβθ+

εµβ
ν
(
DνH̄

µ
α + aνH̄

µ
α

)
+ εµαδa

δHµβ+

+εα
δµεβ

λνEνµ (σλδ + ωλδ −Wλδ) =− 2S̄β
µH̄αµ + uλR

λσS̄β
µεσµα −

1

6
WαβR−

− εµνβXµH̄αν +
1

2
W µνRλσεσναεµλβ+

+
1

2
Rµν (Wα

µ −Xαv
µ)hνβ+

+
1

4
hαβRνµ

(
Wγ

γhµν −W µν − 2εµδγS̄
γδuν

)
−

− 1

2
hαβ

(
−2S̄µνH̄

µν −W µνEνµ
)
+

+ hαµhβν

(
uδ∇[δRµ]ν − 1

12
gµνṘ

)
,

(2.62)

7Equation (2.62) is found from the projection hµγhνβuδ∇λC
γδβλ; Eq. (2.63) is follows from hδαuγuβ∇λC

γδβλ.
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and the constraint,

DµEα
µ + εµγδH̄µα

(
ωδγ −Wδγ −

1

2
Sδγ

)
+

+

(
σδν + ωδν −

1

2
Wδν

)
ενβµhαβHµ

δ =−RµγS̄
µβεγβα +

1

2
RβγS̄

µβεγµα −
1

6
RXα+

+
2

3
RεµβαS̄

µβ + 2S̄νβενβµEα
µ +

1

2
Sαγu

βRβ
γ+

+
1

2
hδαR

δµ

(
εµνβS̄

βν − 1

2
Wγ

γuµ +
1

2
Xµ

)
−

− 1

4
Rγβuβ (Wαγ −Xαuγ)− εαβνS̄µ

βEµν−

− 1

2
EανX

ν +
1

2
Dα

(
Rνβu

νuβ
)
+RνβWα

(ν uβ)−

− 1

3
Rνβθu

(ν hβ)α −Rνβu
(ν| (σα|β) + ωα

|β))−
− 1

2
hα

δuγ∇γ

(
Rνβh

ν
δu

β
)
+

1

2
Rνβu

νuβaα+

+
1

2
hναR

νβaβ +
1

12
DαR ;

(2.63)

for the magnetic parts8,[
4aµEν

(α| + 2DµEν
(α|] ε|β)νµ − 2hµ(αhβ)νḢµν+

+2Hµ(α| (σµ|β) + ωµ
|β))− 1

3

(
4Hαβ + 2H̄αβ

)
θ−

−2hαβH̄µν (σµν −Wµν)− 4hν
(αhβ)γH̄µ

νW (γµ)+

+2H̄µ
µ

(
W (αβ) − hαβWγ

γ − σαβ +
1

3
hαβθ

)
+

+4H̄µ
(ασ β)µ + 2Wµ

µH̄αβ =2Eλ
(α| [2S̄|β)λ + ε|β)νλXν

]
+

+ 2S̄(αβ)

(
Rµνu

µuν +
1

3
R

)
−

− 2hµ(α S̄ β)νRνµ +Wµ
(α εβ)µνuλRνλ−

− ενλ(αhβ)µXνRλµ +Dδ

(
εγ
δ(αhβ)µR

γµ
)
,

(2.64)

describing the propagation of the H component of the Weyl tensor along the congruence, and the constraint

8Equation (2.64) is found from hρβεµγδ∇λC
γδβλ; Eq. (2.65) follows from computing the projection εαγδuβ∇λC

γδβλ.
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equation

−2DµH
µ
α +

2

3
εαβδE

βδθ + 2εαβ
µEβδσδµ+

+4ε(α|β
µEβ|δ) (ωδµ −Wδµ) =εαγδ∇δ

(
Rγβuβ

)
+ εαγδR

γ
βW

δβ − 1

3
εαγδR

γδθ−

− εαγδR
γβ
(
σδβ + ωδβ

)
+ 2S̄µαRµδu

δ−

− 2S̄α
βRβδu

δ − 2εµνγSµνEγα+

+ εµνγSµνRγβh
β
α − εµναSµνu

γuβRγβ−

− 1

3
εµναSµνR− 4S̄γβεγβµH

µ
α ,

(2.65)

for the divergence of H on V .

Using the first Bianchi identity, Eq. (2.11), we find the following relation between the tensors H and H̄ ,

Hα
β − H̄α

β + εα
µβuνR[νµ] =− 1

2
εα

µνDβ (Wνµ + Sνµ) + εαµνX
νBβµ

⊥ −

− εαµνX
ν
(
W βµ + Sβµ

)
− 1

2
εα

µνaβ (Wνµ + Sνµ)+

+ 2hα
γhµβuν∇νS̄γµ + 2S̄α

βθ − 2hα
βS̄µν

(
Sµν +W[µν]

)
+

+ εαµνa
ν
(
W (µβ) + Sµβ

)
− hα

βuν∇νS̄µ
µ − hα

βS̄µ
µθ+

+ εαµ
νDν

(
W (βµ) + Sβµ

)
+ εα

µνXβωµν − 2S̄µβB⊥µα−

− 1

2
εα

µνXβ (Wµν + Sµν) + 2hα
βS̄µνB⊥µν − 2S̄α

µWµ
β ,

(2.66)

showing how the presence of torsion is responsible for the degeneracy removal of the magnetic parts of the

Weyl tensor9. It is interesting to notice that the difference between the magnetic parts of the Weyl tensor

depends on the derivatives of the components of the torsion tensor — on V and along u, making it clear that

both the value and the rate of change of the torsion field affect the difference between the tensors H and H̄ .

Moreover, since in Eq. (2.66) we have an algebraic relation for the difference of the components of the tensors

H and H̄ , Eqs. (2.64) - (2.66) characterize both H and H̄ , that is, we do not need to find propagation and

constraint equations for H̄ since, those will not be independent of Eqs. (2.64) - (2.66).

9Notice that in Eq. (2.66) the term with the Ricci tensor on the LHS could be removed by taking the symmetric part, however, this will add more terms and dense
the notation on the RHS so, we opted to write the result as is.
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Moving on, the remaining equations that characterize the torsion tensor components are10

hανuµR[νµ] =−
(
εγµνS̄

νµ +
1

2
Xγ

)
Bαγ

⊥ +
1

2
DαWµ

µ − εαµνu
γ∇γS̄

νµ+

+
1

2
Wµ

µaα − 1

2
DβW

αβ − 1

2
Wαγaγ +

1

2
Xαθ+

+ εγ
αµS̄µβ

(
Bβγ

⊥ −W βγ
)
+ Sγ

αaγ ,

(2.67)

and
εαµνRµν =2DβS̄

βα − εασρWµ
µ (ωσρ −W σρ)− εασρW

ρ
β

(
Bβσ

⊥ −W βσ
)
−

− εασρ (X
σaρ + Sρσθ)− εασρu

β∇βS
ρσ + 2S̄αµ (Xµ + aµ)+

+ εασρD
σXρ − 4εασρ

(
S̄µ

ρS̄µσ − S̄µ
ρS̄σµ + S̄µ

µS̄σρ
)
.

(2.68)

Equations (2.56) - (2.68) characterize the geometry of the manifold, containing exactly the same infor-

mation as the Ricci and Bianchi identities. To find the set of equations describing the dynamical evolution of

the matter fields in the manifold, we will consider the conservation law for the stress-energy tensor11, given in

general by

∇βT αβ = Ψα , (2.69)

whereΨα is some tensor to be determined by the field equations. From Eqs. (2.50) and (2.69), the projections

along u and on V are

µ̇+ (θ −Wα
α) (µ+ p) + παβ (σαβ −Wαβ)− εαβγmγ (ωαβ −Wαβ)+

+qα1 aα +∇αq
α
2 = −uαΨα , (2.70)

(µ+ p) aα + hα
β (Dβp+ q̇1β +∇µπβ

µ + εβ
µνDµmν − εβ

µνmµaν)+

+

(
q1α +

1

3
q2α

)
θ − q1αWβ

β + qβ2 (σβα + ωβα −Wβα) = hαβΨ
β . (2.71)

2.7 Conclusions and further discussion

Equations (2.56) – (2.71) in conjunction with the field equations of a theory of gravitation — relating the Ricci

and the torsion tensors with the matter variables — and an equation of state for the matter model, form the

10Equations (2.67) and (2.68) are derived from the first Bianchi identity and, respectively, computing the projections hσαuγR[αβγ]
β and hσαhργR[αβγ]

β .
11Although at this point the imposition that the evolution equations for the matter variables are determined by (2.69) is given as ad hoc; provided the field equations

of a gravity theory relating the Ricci and the stress-energy tensors, the conservation equations will follow from the second Bianchi identity. Hence, they are a pivotal
component to guarantee the consistency of the whole system of equations.
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most general set of structure equations for the 1+3 formalism for manifolds endowed with a metric compatible,

affine connection. These generalize the results in Refs. [38, 40] for the theory of General Relativity, and in

Refs. [47, 48] for f (R) modified theories of gravity in Lorentzian manifolds with null torsion.

The full system of structure equations completely characterize the geometry and the matter fields that

permeate the manifold. The fact that the covariantly defined quantities of the 1+3 formalism represent geo-

metrical and physical quantities, lead to a clearer picture on how the properties of the fluids that permeate the

manifold and its geometry are related and influence one another. As exemplified in the body of the chapter,

this makes it possible to draw new insights, even without solving the system of equations.

A conclusion that can be taken directly from the structure equations is how greatly the inclusion of torsion

changes the possible solutions. When comparing the full set of equations to the null-torsion case, it is obvious

that the presence of torsion markedly affects the geometry of the manifold and the properties of the matter

fluids. This can be seen explicitly in the form of the structure equations but also implicitly: it was found that

the presence of torsion lifts a degeneracy in the magnetic parts of the Weyl tensor and removes some of

the constraints on this tensor; moreover, as shown in the derivation of the evolution of the separation vector

between infinitesimally close curves of a congruence, theW component of the torsion tensor directly appears

in the definition of the kinematical quantities, creeping in all the structure equations, in particular, in the

conservation equations of the stress-energy tensor, Eqs. (2.70) and (2.71). Anticipating the results of the

subsequent chapters, all these new properties will significantly influence the possible solutions.
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Chapter 3

Geometry of hypersurfaces

3.1 Introduction

Generically, covariant manifold decomposition methods relying on the threading of the manifold by one or more

congruences of curves do not restrict that the orthogonal surfaces — to the congruences — have to be integral

manifolds, hypersurfaces. This property makes these methods suitable to study very generic setups, showing

clearly how the properties of the congruence and fluids permeating the space-time are intertwined, facilitating

new insights and, in the cases where the manifold contains some preferred directions1, greatly simplifying the

equations.

There are, however, many cases where this is indeed verified: the manifold allows the existence of hyper-

surface orthogonal congruences. In this cases, the various operators: projectors and derivatives, are defined

and smoothly spanned locally in some open neighborhood of each point — instead of being defined only at

a tangent hyperplane. Then, the higher dimensional manifold induces a geometrical structure on the hyper-

surfaces, so that, the intrinsic properties of the sub-manifold and the way this is embedded in the higher

dimensional space are related with the geometry of the latter. These supplementary results are often used

alongside the structure equations found from the covariant manifold decomposition formalisms, providing

constraints for the setup, without breaking the consistency of the whole system (cf., e.g., Refs. [40, 43, 45]).

Although in this thesis the motivation to study the geometry of sub-manifolds embedded in higher dimen-

sional Lorentzian manifolds comes in line with the previous chapter, these results are overarching to many

other areas of study both in mathematics and physics. For this reason, we chose to study the geometry of

sub-manifolds in a separate chapter, hoping to emphasize the generality of these results, which can be used

in a wide set of applications, not just those considered in this thesis.

In this chapter we will treat two distinct yet related topics. The first topic concerns the generalization of the

Gauss-Codazzi-Ricci equations to manifolds with a metric compatible, affine connection. This set of equations

1By preferred directions we mean directions along which the description of the setup is simplified and some of the covariantly defined quantities are trivially zero.
As we will see in Chapter 6, in general, these do not have to correspond to Killing vector fields.
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provide a relation between the intrinsic geometry of sub-manifolds and the geometry of the ambient higher

dimensional manifold. For the purposes of this thesis, these results will be used in Chapter 6 to relate the

covariantly defined quantities of the 1+3 formalism with the components of the metric tensor of the space-

time. It is, nonetheless, worth highlighting that these equations have extensive applications other than those

mentioned here. Notably, the Gauss-Codazzi equations are one of the fundamental building blocks of the so

called 3+1 formalism and numerical relativity, providing a set of constraint equations for the initial data, pivotal

for the well-posedness of the initial-value problem [54, 58, 65–67].

Another topic we will consider in this chapter is the matching of Lorentzian manifolds at a common non-null

boundary, so that the resulting space-time has a well defined geometry at the matching surface. In the study

of gravitation it is often the case that the space-time is modeled by two distinct solutions which are then glued

together at a common boundary. For instance, in the study of compact objects, the interior and exterior are

permeated by distinct fluids — or vacuum — so that, each sub-space is modeled by different solutions of the

field equations of the theory. It is then necessary to provide boundary conditions so that the whole space-time

is a solution of the field equations and the geometric structure of the manifold is well defined at the boundary.

In the absence of torsion, these conditions are provided by the Israel-Darmois matching formalism [68–70].

This, however, was developed for space-times with a Levi-Civita connection hence, due to the geometric nature

of the torsion tensor field, the Israel-Darmois formalism needs to be extended for space-times endowed with

a general metric compatible, affine connection. In the literature, a few works [71, 72] have considered this

problem in different contexts, assuming specific classes of theories of gravitation. However, as we will see

bellow, those results did not take fully into account the effects of the torsion field on the whole geometry of

the manifold. Therefore, anticipating what follows, to ensure a smooth junction between space-times with a

general metric compatible, affine connection, further constrains have to be imposed. Moreover, the treatment

here is completely general, in particular, it does not rely on a specific theory of gravitation.

3.2 Hypersurface orthogonal congruences

We start by establishing under what conditions can hypersurface orthogonal congruences of curves be locally

defined in a Lorentzian manifold with torsion.

Let (M, g, S) be a Lorentzian manifold of dimension N ≥ 2 with metric g and torsion S. Given a point

p ∈ M, consider a subset N ∗
p ⊂ T ∗

pM of dimension N − m > 0 and Wp ⊂ TpM, with dimension

m ≥ 1, whose elements w ∈ Wp are such that n♭ (w) = 0, for all n♭ ∈ N ∗
p .

Given an open neighborhood O of p ∈ M, let W ⊂ TM be the union of all Wq, ∀ q ∈ O, and N ∗

represent the union of N ∗
q . We require N ∗ to be smooth, that is, N ∗ is spanned by N −m, C∞ 1-forms.

Then, it is well know (Frobenius’ theorem) that W admits integral sub-manifolds if and only if, for all w, z ∈ W

and for all n♭ ∈ N ∗,

n♭ (Lwz) = 0 , (3.1)
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where Lwz represents the Lie derivative of the vector field z along the integral curve of the vector field w.

Lemma 3.1. Condition (3.1) is equivalent to

∇[αnβ] + Sαβ
γnγ =

N−m∑
i=1

(ni)[α (χi)β] , (3.2)

where n♭, n♭i ∈ N ∗ and χi are smooth arbitrary 1-forms.

Proof. Using the definitions of Lie derivative for vector fields and covariant derivative for a general affine, metric

compatible connection we have that (2.8)

(Lwz)γ := [w, z]γ = wβ∇βz
γ − zβ∇βw

γ − 2Sαβ
γwαzβ . (3.3)

Then, from Eq. (3.1), we find for all w, z ∈ W and for all n♭ ∈ N ∗

wαzβ
(
∇[β nα] − Sαβ

γnγ
)
= 0 . (3.4)

Since the identity must be valid for all w and z, we get the equality (3.2).

Lemma 3.1 states that, locally, W admits integral sub-manifolds if and only if all n♭ ∈ N ∗ verify Eq. (3.2).

Two particular cases of interest are whenN ∗ is of dimension 1 or 2. In those cases, we have the useful result:

Lemma 3.2. Consider a 1-form n♭ ∈ N ∗ and the associated vector field n, with components in a local

coordinate system nα = gαβnβ . If either

(i) N ∗ is of dimension 1 and n♭ (n) ̸= 0, or

(ii) N ∗ is of dimension 2 and n♭ (n) = 0,

then, a congruence of curves, defined in some open set O ⊂ M, with tangent vector field n is hypersurface

orthogonal if and only if

3n[γ∇βnα] + nσ (Sβα
σnγ + Sαγ

σnβ + Sγβ
σnα) = 0 . (3.5)

The proof of Lemma 3.2 follows directly from Eq. (3.2) in the cases whenN −m = 1 andN −m = 2,

for a particular choice of the 1-forms χi. Eq. (3.5) has the advantage of being independent of the arbitrary

1-forms in Eq. (3.2).
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3.3 First and second fundamental forms

Having established the conditions for a manifold to admit the existence of hypersurface orthogonal congru-

ences, an important particular case is when integral sub-manifolds have dimension N − 1. Then, given a

(N − 1)−sub-manifold V of M, we are interested in studying the relation between the geometry of M and

V .

Consider a point p ∈ M, with coordinates {xα} and q ∈ V with coordinates {ya}, in some local

coordinate systems. We will use Greek indices to refer to the components of tensor fields defined in M and

Latin indices2 for components of tensor fields in V . Provided an embedding3, f : M → V , the Jacobian

matrix associated with f with entries

eαa =
∂xα

∂ya
, (3.6)

allows us to pull-back and push-forward tensorial quantities between M and V , so that the geometrical

structure ofM induces, through f , a geometrical structure on V . Notice that the set {ea} behave as vectors

on TM. Then, the metric g induces on V the metric h with

hab := eαae
β
b gαβ . (3.7)

The induced metric h is usually referred as first fundamental form of V .

Consider now a congruence of non-null curves in M with tangent vector field n, orthogonal at each point

to V . We can define the projector, in M, onto the orthogonal space to the congruence as

hαβ = gαβ − ϵnαnβ , (3.8)

with ϵ = nαn
α. The projector hαβ can then be related with the induced metric of V by

hab = eαae
β
b hαβ . (3.9)

With the projector operator, we can readily find the fully orthogonal components of tensorial quantities on

M, that is, given a tensor ψα...β , the tensor

(ψ⊥)
α...β ≡ hµ

α...hν
βψµ...ν , (3.10)

is completely orthogonal to the congruence. Then, using the Jacobian matrix, we can find the induced tensor

on V associated with (ψ⊥)
α...β ,

ψa...b = eaα...e
b
β (ψ⊥)

α...β . (3.11)

2We gently remind that Greek indices run from {0, N − 1}, whereN denotes the dimension of M and Latin indices run from {1, N − 1}.
3Given two smooth manifolds M and N , a smooth map f : M → N is said to be an immersion if df : TM → TN is injective. If f is an immersion

and homeomorphic onto its image then f is said to be an embedding.
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It is important to remark that, due to the properties of the partial derivatives: eaαn
α = 0; then, as expected,

the induced quantities on V are associated with tensorial quantities orthogonal to the congruence, that is, the

embedding map and its inverse associate tensors on V to tensors on M, orthogonal to the congruence.

In addition to the induced metric, the map f also induces a connection on V . Given a tensor field ψα...β
on M, completely orthogonal to n, we define the intrinsic covariant derivative of the tensor field ψa...b ≡
eαa ...e

β
bψα...β on V as

Daψb...c := eαae
β
b ...e

γ
c∇αψβ...γ . (3.12)

Using this definition and Eq. (3.8) it is straightforward to show that the compatibility with the metric g of ∇
induces D to be compatible with the metric h:

Dahbc = eαae
β
b e

γ
c∇αhβγ = eαae

β
b e

γ
c∇α (nβnγ) = 0 . (3.13)

Now, from Eq. (3.11) we can write

Daψb = ∂aψb − Cc
abψc , (3.14)

where the induced connection is given by

Cc
ab = eαa

(
∇αe

β
b

)
ecβ . (3.15)

On the other hand, imposing that Daψb is a tensor4 on V we find that

Cc
ab = Γcab +Kab

c . (3.16)

Requiring the compatibility with metric yields

Γcab =
1

2
hci (∂ahib + ∂bhai − ∂ihab) , (3.17)

Kab
c = Sab

c + Scab − Sb
c
a , (3.18)

with

Sab
c := eαae

β
b e

c
γSαβ

γ = Cc
[ab] , (3.19)

defining the induced torsion tensor on V as the totally projected torsion tensor of M.

We introduce the second fundamental form, with components Kab, of the hypersurface V as

Kab := eαae
β
b∇αnβ . (3.20)

4Imposing that Daψb is a tensor of V , it must transform accordingly under a change of coordinates. Requiring that the object Γc
ab transforms in such a way

that the sum ∂aψb − Γc
abψc is a tensor, we can write without loss of generality that the connection is given by Eq. (3.16), whereKab

c is some tensor field.

26



In Eq. (3.20) the covariant derivative of the normal vector field is evaluated using the connection on M, so

the second fundamental form characterizes the hypersurface V as a sub-manifold embedded in the higher

dimensional manifold, M. From this, Kab is also usually referred to as the extrinsic curvature.

Computing the covariant derivative of a vector field ψ ∈ TM , such that ψαnα = 0, along a curve

orthogonal to n we find

eβa∇βψ
α = eαbDaψ

b − ϵKacψ
cnα , (3.21)

showing that the second fundamental form measures the purely normal component of the covariant derivative

of a vector field, taken along a direction orthogonal to n. Using Eq. (3.21) in the case when ψ = eb, leads to

the useful result

eβa∇βe
α
b = Cc

abe
α
c − ϵKabn

α , (3.22)

famously known as the Gauss-Weingarten equation.

Now, although the previous results have the same form of the expressions found for manifolds with sym-

metric affine connections (cf., e.g., Ref. [65, 66]), the presence of torsion fundamentally change the various

quantities and their behavior. In the presence of torsion, we find

K[ab] = −eαae
β
bSαβ

γnγ , (3.23)

that is, the extrinsic curvature is no longer required to be a symmetric tensor. It is also worth mentioning

that, in connection with what was done in Chapter 2, assuming the curves of the congruence to be affinely

parameterized, from Eqs. (2.30), (2.33) and (3.8) we find that the trace

Ka
a = ∇αn

α = θ − 2Sαµ
µnα , (3.24)

that is, in the presence of a general torsion, the trace of the extrinsic curvature no longer measures the

expansion of a congruence of curves (cf., e.g., Ref. [58]).

3.4 Gauss-Codazzi-Ricci embedding equations

Given the previous results, we are now in position to study the relation between the Riemann curvature tensor

of M and that of the sub-manifold V , defined by

Rabc
dψd = Da (Dbψc)−Db (Daψc) + 2Sab

dDdψc , (3.25)
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where ψ ∈ T ∗V . From Eqs. (2.10), (3.8) and (3.22), we find

eαae
β
b e

γ
c e
δ
dRαβγδ = Rabcd − ϵ (KacKbd −KbcKad) , (3.26)

eαae
β
b e

γ
cn

δRαβγδ = DaKbc −DbKac + 2Sab
dKdc . (3.27)

These relations generalize, respectively, the Gauss and Codazzi5 equations for manifolds with a non-null torsion

tensor field, relating the Riemann tensor of themanifoldMwith the Riemann tensor and the extrinsic curvature

of V . We see that the Gauss equation (3.26) for Lorentzian manifolds with torsion retains the same expression

as in the torsionless case, so that the difference between the fully projected Riemann tensor on M and the

intrinsic Riemann tensor on V , is completely described by the second fundamental form. On the other hand,

the presence of a general torsion field explicitly modifies the Codazzi equation (3.27), contributing to the

tangent components of the Riemann tensor of M. These results explicitly show that the intrinsic geometry of

the sub-manifold V and how it is embedded inM are described not only by the first and second fundamental

forms but also by the induced torsion tensor on V .

Assuming that in some open set, the manifoldM is foliated by a family of hypersurfaces {V}, orthogonal
at each point to a congruence of affinely parameterized curves with tangent vector field n, the remaining

components of the Riemann tensor on M are given by

eαan
βeγcn

δRαβγδ = Daac −KadK
d
c − K̇ac − ϵ aaac +Kadφ

d
c +Kdcφ

d
a+

+ 2nµSaµ
dKdc + 2ϵ nµnνSaµνac , (3.28)

and, since the first Bianchi identity is modified by the presence of torsion, the extra equation

1

2
eαae

β
b e

γ
cn

δ (Rγδαβ −Rαβγδ) =Da

(
nµSµ(bc)

)
−Db

(
nµSµ(ac)

)
+Dc

(
nµSµ[ba]

)
− 3

2
∂[aKb c]−

+

(
Sµ[ba] +

1

2
Sabµ

)(
eµi φ

i
c − ϵnµac

)
− 2Sbµ

νSν(ac)n
µ−

− 1

2
Ṡabc + Ṡc[ab] + Sµ(bc)

(
eµi φ

i
a − ϵnµaa − 2nνSνa

µ
)
−

− Sµ(ac)
(
eµi φ

i
b − ϵnµab

)
+ S[a|cδ

(
eδiφ

i
|b] − ϵnδa|b]

)
−

− Si(bc)Ka
i − ϵSµaνn

µnνK(bc) − ϵS[b|µνn
µnνK|c]a+

+ Si(ac)Kb
i − ϵS(b|µνn

µnνKa|c) + 2Siµ(bS c)a
inµ−

− 2Scµ
νSν[ab]n

µ − Siµan
µSbc

i + Si[ab]Kc
i ,

(3.29)

5Also referred as Codazzi-Mainardi equation.
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where K̇ab ≡ nα∂αKab, ac ≡ ecαn
β∇βn

α, φab ≡ eaαn
β∇βe

α
b and we have used the notation S...a... ≡

eµaS...µ... to represent partially projected components of the torsion tensor.

Equation (3.28) generalizes the Ricci embedding equation for Lorentzian manifolds with torsion. On the

other hand, in the absence of torsion the LHS of Eq. (3.29) is identically null, recovering the Codazzi equation.

We remark, that although the generalized Gauss equation is already present in the literature (cf. Ref. [73]),

surprisingly, the Codazzi and Ricci equations — and (3.29) — to our knowledge, are not.

Contrary to the Gauss and Codazzi equations, in Eqs. (3.28) and (3.29) the considered components of

the Riemann tensor on M are not functions of just the second fundamental form and the induced torsion on

the hypersurfaces. This in fact was expected since, the full geometry of the higher dimensional manifold M
can not be solely described by the intrinsic and extrinsic geometry of the sub-manifolds {V}.

A direct application of Eqs. (3.26) - (3.29) follows from trying to find the relation between the Ricci scalar

of the hypersurface, (N−1)R, and that of the embedding manifold, R.

From the definition Rαγ ≡ Rαµγ
µ and Eq. (3.8) we find

Rαγ = hbdeβb e
δ
dRαβγδ + ϵRαβγδn

βnδ . (3.30)

Taking the trace we then have

R = hachbdeαae
β
b e

γ
c e
δ
dRαβγδ + 2ϵhaceαan

βeγcn
δRαβγδ . (3.31)

The Gauss and Ricci equations, (3.26) and (3.28), yield

R = (N−1)R− 2aca
c + 4nµnνScµνa

c+

+ 2ϵ

[
Dca

c − hacK̇ac −
1

2
KabK

ba + 2K(ab)φ
ba − 1

2
K2 − 2nµSµadK

da

]
,

(3.32)

where K ≡ Ka
a. From the definition of the second fundamental form, Eq. (3.20), we can also write

R = (N−1)R− ϵ
(
K2 +KabK

ba
)
+ 2ϵ

(
∇αa

α − K̇ − 2nµSµ
βα∇αnβ

)
, (3.33)

which, assuming that n is the tangent vector field of a congruence, has the advantage of being easily related

with the kinematical quantities defined in Chapter 2.

3.5 Junction conditions

With the introduction of the first and second fundamental forms we can find the conditions so that two

Lorentzian manifolds can be glued together at a common boundary and the resulting manifold has a well

defined geometrical structure.
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Let M+ with metric (+)g and M− with metric (−)g be two Lorentzian manifolds matched together at a

common boundary, forming a new manifoldM. The manifoldM is then partitioned by an hypersurface S in

two regions: M+ andM−. Here we will restrict our attention to the cases when S is either time-like or space-

like. Now, although points on the manifolds M− and M+ are in general described by distinct coordinate

systems, we will assume the existence of a common continuous coordinate system, {xα}, describing an open

region that contains the hypersurface S .

Consider that S is crossed by a congruence of curves parameterized by an affine parameter λ, with

tangent vector field

n = nα∂α =
d

dλ
, (3.34)

pointing from M− to M+. Without loss of generality we will consider λ = 0 at S , negative at M− and

positive atM+. The vector field n is by definition orthogonal to S at every point then, introducing a coordinate

system {ya} on S , the tangent vectors to the hypersurface, ea ≡ ∂/∂ya, verify

eαanα = 0 , (3.35)

where nα are the components in the coordinate system {xα} of the 1-form associated with the vector field

n: n♭ = nαdx
α = ϵ dλ with ϵ = nαn

α. From the continuity of λ, {xα} and {ya} we have the following

identities
[nα]± = 0 ,

[eαa ]± = 0 ,
(3.36)

where we introduced the notation [ψ]± to represent the difference of a field as seen from each sub-manifold

at S , i.e., [ψ]± ≡ ψ (M+)|S − ψ (M−)|S . In what follows it is also useful to label a field ψ defined on

the subspace M+ or M− as (+)ψ ≡ ψ (M+) or (−)ψ ≡ ψ (M−), respectively.

Now, we will define that the components of the metric tensor of M and the entries of the connection in

the coordinate system {xα} are given by

gαβ = Θ(λ) (+)gαβ +Θ(−λ) (−)gαβ , (3.37)

Cγ
αβ = Θ(λ) (+)Cγ

αβ +Θ(−λ) (−)Cγ
αβ , (3.38)

where (+)gαβ , (+)Cγ
αβ , (−)gαβ and (−)Cγ

αβ are the components of the metrics and entries of the connections

inM+ andM− andΘ(λ) is the Heaviside step function. Moreover, the Christoffel symbols and the torsion

tensors are given formally by

Γγαβ = Θ(λ) (+)Γγαβ +Θ(−λ) (−)Γγαβ , (3.39)

Sαβ
γ = Θ(λ) (+)Sαβ

γ +Θ(−λ) (−)Sαβ
γ . (3.40)
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Generically, Eq. (3.39) does not follow from Eq. (3.37), however it is easy to prove (cf., e.g., Refs. [58, 70])

that the Riemann tensor of the total space-time is well defined if and only if

[hab]± = 0 , (3.41)

that is, the jump of the first fundamental form of S , as described by each sub-manifold, is null; this constrain

and Eq. 3.37 then imply Eq. (3.39). Equation (3.41) represents the first junction condition for two Lorentzian

manifolds to be matched together at a common boundary.

Substituting Eq. (3.38) in Eq. (2.9) we find the following expression for the Riemann tensor6

Rαβγ
ρ = θ (λ) (+)Rαβγ

ρ + θ (−λ) (−)Rαβγ
ρ + δ (λ) (Bαβγ

ρ +Dαβγ
ρ) , (3.42)

where δ (λ) represents the Dirac distribution and

Bαβγ
ρ = ϵ

(
nβ
[
Γραγ
]
± − nα

[
Γρβγ
]
±

)
, (3.43)

Dαβγ
ρ = ϵ

(
nβ [Kαγ

ρ]± − nα [Kβγ
ρ]±
)
, (3.44)

are the singular parts of the Riemann tensor, with Kαβ
γ being the contorsion tensor, Eq. (2.5).

Now, we will require that a smooth junction between two Lorentzian manifolds must guarantee that the

discontinuities of all curvature tensors across the matching hypersurface have to be at most finite otherwise,

the manifold M will be singular at S . The remaining junction conditions will then follow from requiring that

the singular parts of the Riemann tensor, Eqs. (3.43) and (3.44), are identically null.

Proposition 3.1. The tensorD in Eq. (3.44) is identically null if and only if the jump of the contorsion tensor

at S verifies

[Kαβ
ρ]± = ϵnα [n

µKµβ
ρ]± . (3.45)

Proof. The proof follows by direct inspection. Substituting Eq. (3.45) in Eq. (3.44) it follows thatD is identically

null. On the other hand, assuming Dαβγ
ρ = 0, taking the contraction with nβ yields Eq. (3.45).

Proposition 3.2. Given Eqs. (3.41) and (3.45), the tensor B in Eq. (3.43) is identically null if and only if

[Kab]± = 0 . (3.46)

Proof. Let us start by computing the jump of the partial derivatives of the metric components in the coordinate

system {xα}, at S . Using Eqs. (3.36)

[∂γgαβ]± = ejγ
[
hj

ieµi ∂µgαβ
]
± + χαβnγ , (3.47)

6Here we mix the distribution associated to a tensor and the tensor itself which is, strictly speaking, an abuse of language. Our conclusions, however, are not
influenced by this issue. See e.g. Ref. [70] and references therein for more details.
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where χ is a symmetric two tensor completely orthogonal to n. Assuming the first junction condition,

Eq. (3.41), we find

[∂γgαβ]± = ejγhj
ieµi ∂µ [gαβ]± + χαβnγ = χαβnγ , (3.48)

where the last equality is valid on the coordinate system {xα}. Writing χαβ = ϵnγ [∂γgαβ]± , where, without

loss of generality, n was assumed to have unit length, we have

[
Γγαβ
]
± =

1

2
(χγβnα + χα

γnβ − χαβn
γ) . (3.49)

Substituting Eq. (3.49) in Eq. (3.43) yields

Bαβγ
ρ =

ϵ

2
[χα

ρnβnγ + χβγnαn
ρ − χαγnβn

ρ − χβ
ρnαnγ] . (3.50)

Using Eq. (3.36), by direct inspection it is straightforward to verify that B is zero if and only if χαβ = 0.

All is left is to relate the tensor χ with the second fundamental form. From the definition (3.20) and

Eqs. (3.36), (3.45) and (3.49) we have

[Kab]± = eαae
β
b [∇αnβ]± = −eαae

β
b

[
Γγαβnγ

]
± − eαae

β
b [Kαβ

γnγ]±

= −eαae
β
b

[
Γγαβnγ

]
± =

ϵ

2
eαae

β
bχαβ .

(3.51)

We finish the proof with a small remark. Looking at Eq. (3.51) there seems to be an inconsistency since, the

second fundamental form is not required to be symmetric in the presence of torsion and χαβ is by definition

symmetric. Nonetheless, imposing the constraint (3.45) guarantees that the anti-symmetric part ofKab is set

to zero. This can be seen clearly if we introduce the metric part of the second fundamental form as, say K̃ab,

which is manifestly symmetric. Given that [Kab]± =
[
K̃ab

]
±
− eαae

β
b [Kαβ

γ]± nγ , Eq. (3.54) then sets the

second term on the RHS to zero, proving the consistency of Eq. (3.51).

Gathering the previous results,
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Theorem 3.1. Let M− and M+ be two Lorentzian manifolds with boundary, endowed with a metric com-

patible, affine connection. M− and M+ can be smoothly matched at a common, non-null hypersurface S
when the following three conditions are verified:

(i) the induced metric at S is such that

[hab]± = 0 ; (3.52)

(ii) the jump of the extrinsic curvature of S is null, that is

[Kab]± = 0 ; (3.53)

(iii) the jump of the contorsion tensor at S verifies

[Kαβ
ρ]± = ϵnα [n

µKµβ
ρ]± , (3.54)

where the vector field n represents the unit normal to S and ϵ ≡ nαn
α.

Notice that the third condition, Eq. (3.54), cannot be completely written in terms of quantities defined on

S since, the contorsion tensor in general does not have to be orthogonal to the normal n. In fact, Eq. (3.54)

can be written more concisely as [hα
µKµβ

ρ]± = 0, where the projector onto S is defined in Eq. (3.8),

highlighting that only the jump of a partial projection of the contorsion tensor must be null. This then implies

that the common coordinate system {xα} must exist. Nonetheless, this is not a loss of generality since, the

whole construction is based on this assumption, in the same way that the remaining constraints, Eqs. (3.52)

and (3.53), assume the existence of the coordinate system {ya} on S , common to M− and M+.

The result in Theorem 3.1, generalizes the Israel-Darmois junction conditions [68, 69] for the smooth

junction of Lorentzian manifolds in the presence of torsion. This results, as we will see in Chapter 6, will

greatly influence the allowed solutions for compact objects matched with a vacuum exterior.

3.6 Conclusions and further discussion

From the Frobenius’ theorem we found necessary and sufficient conditions for a Lorentzian manifold endowed

with a metric compatible, affine connection to admit the existence of a congruence of curves orthogonal to

hypersurfaces. Then, we studied how the geometric structure of the higher dimensional manifold induces a

structure on a sub-manifold, namely, the first and second fundamental forms and the induced torsion tensor

field, completely characterizing the sub-manifold’s intrinsic structure and how it is embedded in the ambient

higher dimensional space. From these, it was found that the presence of the torsion field markedly influences

the geometry of the sub-manifold: the second fundamental form is no longer required to be represented by a

symmetric tensor. Moreover, it was found that the presence of torsion breaks the equality between the trace of
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the extrinsic curvature and the expansion of the congruence to which the sub-manifold is orthogonal to. This

result highlights that both the second fundamental form and the torsion tensor field are needed to characterize

how the sub-manifold is embedded in the ambient manifold.

Studying the relation between the intrinsic geometry of the sub-manifold and the way it is embedded in

the higher dimensional manifold, we found the fundamental relations describing how the intrinsic Riemann

tensor, extrinsic curvature and induced torsion of a sub-manifold are related with the Riemann curvature of the

embedding space, forming the generalized Gauss-Codazzi-Ricci embedding equations for Lorentzian manifolds

with non-null torsion. It was also found that the presence of the torsion field leads to an extra equation for the

remaining components of the Riemann tensor.

Here we would like to bring attention to the fact that some authors (cf. Ref. [73]) claim that the require-

ment that the higher dimensional manifold must admit the existence of hypersurface orthogonal congruences

is superfluous, so that, for manifolds where this is not verified it is still possible to study the induced geomet-

rical structure on the orthogonal spaces and define the Gauss-Codazzi equations, pointwise. We will actively

refute such possibility: to induce a geometrical structure on a sub-space, this space must be, in particular, a

differential manifold otherwise, we can not define the notion of induced covariant derivatives in a neighborhood

of a point, in particular there is no guarantee that a linear connection exists.

We studied how two Lorentzian manifolds endowed with a metric compatible, affine connection can be

smoothly matched at a common boundary, finding a set of conditions for the smooth junction of two manifolds,

generalizing the Israel-Darmois junction conditions [68–70] in the presence of torsion. On this note, the

requirement that a smooth junction of two manifolds must imply that the discontinuities of the curvature tensor

across the matching hypersurface have to be at most finite needs to be further explained. In the literature [71,

72] the matching of two manifolds with non-null torsion had already been studied, either in the context of the

ECSK theory or other f (R) theories of gravitation. These earlier results investigated the matching conditions

by requiring that the field equations of the considered theories remained valid at the matching surface, so

that the resulting manifold, was a solution of the theory, leading to a set of constrains. These conditions,

though, contrary to the case of null torsion [70], are not enough to guarantee that the singular parts of the

Riemann tensor, Eqs. (3.43) and (3.44), vanish. One might, nonetheless, argue that since the field equations

are well defined, the remaining singular parts of the Riemann tensor would not influence the solution; this,

however, is not the case. As is clearly shown in the 1+3 structure equations derived in Chapter 2, the presence

of the torsion field unavoidably changes the geometry of the manifold, in particular, the components of the

Weyl tensor. These, on the other hand, are non-linearly related with all the other variables that characterize

the geometry and the matter fields that permeate the manifold. If we do not restrict the singular part of the

Riemann tensor to be null for a smooth junction, some components of the Weyl tensor will diverge at the

matching surface, affecting the whole set of equations and the smoothness of the solution at the matching.

As we will see in Chapter 6, although the Weyl tensor does not appear directly in the field equations, it will

appear in the continuity equations for the stress-energy tensor, hence its influence on the matter fields.
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Part II

Singularities
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Chapter 4

Singularity Theorems

4.1 Introduction

The existence and genericity of space-time singularities has been an issue of great debate since the early years

of the theory of General Relativity, when these were thought to be a problem of some idealized and highly

symmetric solutions of the Einstein field equations, and more realistic models were supposed to overcome

such problems [74]. This debate propelled Raychaudhuri [11] and, independently, Komar [12], to study the

nature of singularities and their relation to the space-time symmetries. In his seminal work [11], studying the

kinematics of a fluid in the context of GR, Raychaudhuri derived an equation for the evolution of the expansion

of time-like geodesic congruences. Applying this equation to a model with a particular physical source, he

provided the first evidence that the occurrence of singularities was not a direct consequence of the imposed

symmetries (see e.g. Ref. [53] for a review).

It was not until a decade later that the results derived by Penrose [13], and later extended by Hawking [14–

16], established that under more general physical conditions, the formation of space-time singularities was

inevitable. Relying on the Raychaudhuri equation, and imposing some rather general constraints on the space-

time geometry, it was possible to establish sufficient conditions for a congruence of geodesics to focus on a

point, usually referred as a focal point of the congruence (also called caustic1). Using the property that

geodesics are extremal curves of the space-time interval, Penrose then related the formation of a focal point to

the occurrence of a space-time singularity, in the sense that the geodesics of the congruence were inextensible

beyond that point.

After the initial works of Hawking and Penrose, many extensions and reformulations to their singularity

theorems have been made (see e.g. Refs. [53, 74] for a review in the context of space-times without torsion).

In particular, there has been a growing interest in studying whether the inclusion of the torsion tensor field

could prevent the formation of singularities [25–28]. This led to the formulation of singularity theorems for

1We will make no distinction between focal or conjugate points, see e.g. Ref. [53] for the precise definitions.
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space-times with torsion [21, 75]. Indeed, using the incompleteness of time-like metric geodesics to probe the

regularity of space-times in the ECSK theory of gravitation, Hehl et al. [29] found that the original Hawking-

Penrose singularity theorems were equally valid in that theory, with the correction that the matter constraints

had to be imposed on a modified stress-energy tensor. More recently, another approach was proposed by

Cembranos et al. [76] where the occurrence of singularities was related with the existence of horizons, al-

lowing the formulation of singularity theorems of Hawking-Penrose type for non-geodesic curves for particular

Teleparallel and ECSK theories of gravitation.

In this chapter we will consider the more general setting of affine theories of gravitation with non-null

torsion field. Using the results of the previous chapters, we will study what are the necessary conditions for

focal points of a congruence of curves, not necessarily geodesics, to occur; in particular, what are the effects

of the presence of torsion in the focusing of the congruence. Although a necessary step towards the proof of

singularity theorems, those focusing results are not sufficient to prove singularity formation on a Lorentzian

manifold, in general. In order to do so, we shall analyze the energy conservation equation for a general affine

theory of gravitation. This is especially relevant in the cases of non-metric geodesic curves since, in such

cases, one can not rely on the length extremality property of the curves. So, we will consider separately the

cases of metric geodesics and accelerated curves. For the latter, we will first consider two cases of physically

motivated stress-energy tensors: perfect fluids with particular equations of state and scalar fields. In each

case, we derive a generalized Raychaudhuri-Komar singularity theorem, applicable to a wide class of affine

theories of gravitation, without imposing any further symmetries on the manifold. Finally, we will consider

the particular case of the ECSK theory, allowing us to extend our results to perfect fluids with a cosmological

constant and without restrictions on the equation of state.

4.2 Curve focusing in Lorentzian manifolds with torsion

In this section, we will study necessary conditions for the formation of a focal point of an hypersurface or-

thogonal congruence, developing in the process new focus theorems for Lorentzian manifolds endowed with

a metric compatible, affine connection. In order to do so, we will make use of the results in Section 3.2,

where the necessary and sufficient conditions for a congruence of curves to admit the existence of orthogonal

hypersurfaces were found. Those results are rather general, being valid for any type of curve, namely space-

like, time-like or null, even for curves non-affinely parameterized, however, to use those results to study the

formation of focal points, we have to specify the type of curve that is being considered. Then, we will treat

separately the cases of time-like and null congruences.
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4.2.1 Focusing of time-like congruences

Consider a congruence of time-like curves with tangent vector field u with acceleration a with components

aβ = uα∇αu
β . (4.1)

Without loss of generality, we will assume u to be affinely parameterized, i.e.,

uαuα = −1 ,

uαa
α = 0 .

(4.2)

Given the definitions of the expansion, shear and vorticity tensors of a congruence, Eq. (2.36), for the case of

a time-like tangent vector field u, we have

θ = ∇νu
ν + 2Sσν

νuσ , (4.3)

σαβ = hµ(αhβ)
ν (∇µuν + 2Sσµνu

σ) , (4.4)

ωαβ = hµ[αhβ]
ν (∇µuν + 2Sσµνu

σ) , (4.5)

where hαβ is the projector operator onto the orthogonal space, at each point, to u, Eq. (2.38). Then, we can

show:

Lemma 4.1. Given an affinely parametrized congruence of time-like curves in a Lorentzian manifold with

torsion (M, g, S), a necessary and sufficient condition for the congruence to be hypersurface orthogonal is

that the vorticity tensor is given by

ωαβ = W[αβ] + Sαβ , (4.6)

whereWαβ and Sαβ are defined in (2.44).

Proof. First, by using Eqs. (2.43) and (2.44), we find that Eq. (4.6) is equivalent to

ωαβ − 2uµhν [αhβ]
σSµνσ + hµαh

ν
βu

σSµνσ = 0 . (4.7)

To show that Eq. (4.7) is a necessary and sufficient condition for the congruence to admit orthogonal hypersur-

faces, it suffices to prove that this equation is equivalent to Eq. (3.2) for dimensionsN ≥ 2 andN−m = 1.

In fact, contracting Eq. (3.2) with hαµhβν and using Eq. (4.5), we recover Eq. (4.7). On the other hand,

substituting Eq. (2.38) in Eq. (4.5) and using Eq. (4.7) we find Eq. (3.2).

Gathering the previous results, we are in position to prove a generalized focus theorem for time-like curves

in manifolds with torsion:
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Theorem 4.1. Let (M, g, S) be a Lorentzian manifold with dimensionN ≥ 2 endowed with a torsion tensor

field S such thatW(αβ) = 0. Given a congruence of hypersurface orthogonal time-like curves in (M, g, S),

let c represent an affinely parametrized fiducial curve of the congruence, with tangent vector field u. A focal

point of the congruence will form for a finite value of the affine parameter if the following three conditions are

satisfied:

(i) At a point along c, the expansion of the congruence is negative;

(ii) Rαβu
αuβ ≥

(
W[αβ] + Sαβ

)
Sαβ ;

(iii) ∇αa
α +Xαa

α ≤ 0,

where Rαβ is the Ricci tensor.

Proof. Using Eq. (4.6), for an hypersurface orthogonal, time-like congruence, the Raychaudhuri equa-

tion (2.56) can be written as2

dθ

dτ
:= θ̇ = −Rαβu

αuβ −
(

1

N − 1
θ2 + σαβσ

αβ

)
+
(
W[αβ] + Sαβ

)
Sαβ+

+W (αβ)

(
hαβ
N − 1

θ + σαβ

)
+∇αa

α + Ẇα
α +Xαa

α ,

(4.8)

where τ is an affine parameter. AssumingW(αβ) = 0, Eq. (4.8) then reduces to

θ̇ = −Rαβu
αuβ −

(
1

N − 1
θ2 + σαβσ

αβ

)
+
(
W[αβ] + Sαβ

)
Sαβ +∇αa

α +Xαa
α . (4.9)

Since σαβ is orthogonal to u, we have σαβσαβ ≥ 0, therefore, under the conditions of the theorem,

dθ

dτ
≤ − θ2

N − 1
, (4.10)

which upon integration implies
1

θ (τ)
≥ τ

N − 1
+

1

θ0
, (4.11)

where θ0 is an initial value for θ. Hence, assuming the existence of a point along c where θ0 < 0, for a value

τ ≤ (N − 1) /|θ0|, then θ → −∞, i.e., a focal point of the congruence will form.

Two important particular cases for space-times with torsion that are widely used in the physics literature

and verify the conditions in Theorem 4.1 are models where: the torsion tensor is of the form Sαβ
σ = Sαβu

σ

2For reasons explained in Section 2.4, in the derivation of Eq. (4.8) we assumed the space-time to be of dimension 4, nonetheless, that result is easily extendable
to manifolds with dimensionN ≥ 2. For further details see Refs. [59, 77].
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(see e.g. Refs. [25–29, 78–80]); the torsion tensor is completely anti-symmetric Sαβσ = S[αβσ], such that,

Xα = 0 andWαβ = W[αβ] = −2Sαβ (see e.g. Refs. [33, 81, 82]).

To close this section, we make a few comments about the constraints on the torsion tensor in the above

theorem. In the presence of a general torsion field, the Raychaudhuri equation has a very different functional

form when compared to the case of a manifold without torsion. This added complexity makes it very difficult

to infer the sign of the term with W (αβ) in Eq. (4.8) without knowing, ab initio, the quantities θ and σαβ .

Therefore, in the case whenW (αβ) ̸= 0 it does not seem possible to make a general statement regarding the

formation of a focal point taking into account only the Raychaudhuri equation.

4.2.2 Focusing of null congruences

We now consider the case of a congruence of null curves. In this subsection, we will consider that the manifold

is of dimension N ≥ 3, moreover, to avoid confusion with the previous case, we will represent the tangent

vector field to the curves of the congruence by k. Assuming the curves of the congruence to be to be affinely

parameterized, we have
kαkα = 0 ,

∇kk
α = wα ,

kαw
α = 0 .

(4.12)

We will follow a similar procedure to the previous section, however, instead of using the 1 + 3 formalism,

we shall use a 2 + 2 type decomposition adapted to N–dimensional manifolds. To do so, we will have to

find the proper projector to the subspace orthogonal to the tangent vector k. Since k is null, it is orthogonal

to itself, therefore, the object in Eq. (2.38) does not meet the requirements for such projector. Let us then

consider an auxiliary vector field ξ, with the following properties

ξαξα = 0 ,

ξαkα = −1.
(4.13)

Then, we can define the following tensor

h̃αβ := gαβ + kαξβ + ξαkβ , (4.14)

such that
h̃αβk

α = 0 ,

h̃αβξ
α = 0 ,

h̃αβh̃
αγ = h̃γβ ,

h̃αβh̃
αβ = N − 2 ,

(4.15)
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where h̃αβ represents the projector onto the N − 2 subspace orthogonal to both k and ξ.

Substituting Eq. (4.14) in Eq. (2.36) we find the following expressions for the kinematical quantities of the

congruence associated with k, defined on the N − 2 subspace, orthogonal to both k and ξ at each point:

θ = ∇αk
α − 2Sαγ

αkγ − 2ξσSσγρk
γkρ + ξγwγ , (4.16)

σαβ = h̃µ(α h̃β)
ν (∇µkν + 2Sσµνk

σ) , (4.17)

ωαβ = h̃µ[α h̃β]
ν (∇µkν + 2Sσµνk

σ) . (4.18)

Using the results in Section 3.2, we can now obtain necessary and sufficient conditions for the congruence

associated with k to be hypersurface orthogonal:

Lemma 4.2. Given an affinely parametrized congruence of null curves in a Lorentzian manifold (M, g, S),

of dimension N ≥ 3, a necessary and sufficient condition for the congruence to be hypersurface orthogonal

is that the vorticity tensor is characterized by

ωαβ = 2h̃µ[α h̃β]
νSσµνk

σ − h̃µαh̃
ν
βSµνσk

σ . (4.19)

Proof. As before, we give a proof sketch without including all the algebraic manipulations. In the considered

case, Eq. (3.2) reads

∇[αkβ] + Sαβ
γkγ = k[α (χ1)β] + ξ[α (χ2)β] , (4.20)

where χ1 and χ2 are arbitrary 1-forms. Contracting Eq. (4.20) with h̃µαh̃νβ and using the properties (4.15)

and Eq. (4.18), it is straightforward to find Eq. (4.19). On the other hand, starting from Eq. (4.19), using

Eqs. (4.14) and (4.18) we recover (4.20). This then shows that Eq. (4.19) is equivalent to Eq. (4.20).

Let us now write the Raychaudhuri equation for the congruence associated with k, valid on the N − 2

subspace, orthogonal to both k and ξ. Assuming, without loss of generality, that the congruence of curves

associated with k are affinely parameterized by a parameter λ, we have [59, 83–85]

dθ

dλ
= −Rαβk

αkβ −
(

1

N − 2
θ2 + σαβσ

αβ + ωαβω
βα

)
+

+ 2Sρα
βkρ

(
h̃β

α

N − 2
θ + σβ

α + ωβ
α

)
+ 2kγ∇γ (Sρk

ρ) +∇αw
α+

+ kγ∇γ (ξ
αwα) + ξαξβwαwβ + 2ξβwα∇αkβ + 2Sβγρk

βξρwγ

+ 2kγ∇γ (Sρασ k
ρkσξα) + 2Sασβk

αkβξγ∇γk
σ .

(4.21)

For a completely general torsion tensor field and k vector field, there seems to be no relevant way to constraint

Eq. (4.21) in order to infer the behavior of the expansion of the congruence associated with k. On the other

hand, one could argue, on physical grounds, that Eq. (4.21) is only useful if k describes the paths of physical
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particles, hence, k must be tangent to metric geodesics (cf. Refs. [21, 86]), i.e., kα∇(g)
α kβ = 0, where

∇(g)
α represents the Levi-Civita connection. From the definition of wα, Eq. (4.12), such choice requires wα =

2Sαγσk
γkσ. In the literature (see e.g. Refs. [82, 84]), there has also been interest in the case where

kα∇αk
β = 0, which implieswα = 0. Unfortunately, in both cases, for our purposes, Eq. (4.21) still contains

terms that can only be evaluated if we have full knowledge of the evolution of the metric and torsion tensors3.

Therefore, for a completely general torsion tensor field, there seems to be no mathematically interesting way

to construct a useful focus theorem based only on the Raychaudhuri equation. Notice that, although the

auxiliary vector ξ is not completely determined by Eq. (4.13), we do not have enough freedom to remove all

the problematic terms (whose signs we are not able to constraint ab initio). Moreover, requiring hypersurface

orthogonality of the congruence associated with k (which we haven’t done yet in this subsection) does not

solve this problem.

Based on the discussion in previous paragraph, in the remaining of this section, we will consider the case

when the torsion tensor field is completely anti-symmetric and the “acceleration” w is zero:

Sαβσ = S[αβσ] and w = 0. (4.22)

These assumptions allow us to describe both the cases kα∇αk
β = 0 and kα∇(g)

α kβ = 0 at once. We have

then the following result:

Theorem 4.2. Let (M, g, S) be a Lorentzian manifold of dimension N ≥ 3 endowed with a totally anti-

symmetric torsion tensor field S. Given a congruence of hypersurface orthogonal null curves in (M, g, S),

let c represent the fiducial curve of the congruence, with tangent vector field k such that ∇kk = 0. A focal

point of the congruence will form, for a finite value of the parameter of c, if the following two conditions are

satisfied:

(i) At a point along c, the expansion of the congruence becomes negative;

(ii) Rαβk
αkβ + 2SαβµS

αβνkµkν ≥ 0.

Proof. Assuming, without loss of generality, that the fiducial curve is affinely parameterized by a parameter

λ, given the premises of the theorem, the generalized Raychaudhuri equation (4.21) can be written as

dθ

dλ
= −Rαβk

αkβ − 2SαβµS
αβνkµkν −

(
1

N − 2
θ2 + σαβσ

αβ

)
. (4.23)

Repeating the reasoning of the proof of Theorem 4.1 we find

1

θ (λ)
≥ λ

N − 2
+

1

θ0
, (4.24)

3Consider, for instance, the last terms in Eq. (4.21) such as ξγ∇γkσ and kγ∇γξσ .
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where θ0 is the initial value of θ. Hence, assuming the existence of a point along c where θ0 < 0, for a value

λ ≤ (N − 2) /|θ0|, then θ → −∞, i.e., a focal point of the congruence will form for a finite value of λ.

4.3 Singularity theorems in affine theories of gravity

The previous results concerned the formation of focal points of congruences of curves on Lorentzian manifolds.

Nonetheless, the existence of such points does not necessarily imply the formation of singularities. In order to

prove the existence of a singularity on the manifold, the formation of a focal point needs to be related to some

kind of incompleteness of the manifold structure. To approach this problem there has been, at least, two lines

of works (cf., e.g., Ref. [53]), in the sense that the occurrence of a focal point has been related either to the

incompleteness of causal curves or, given a physical theory of gravitation, to the lack of regularity of some

physical scalar invariant such as the energy density. In the former approach, metric geodesics are natural

curves to consider from the geometric point of view, as they are curves of extremal length according to the

metric tensor g. On the other hand, if one considers non-geodesic curves, it can be more feasible to follow

the latter approach.

4.3.1 Geodesic curves

In Section 4.2, for the case of null congruences we considered that the torsion tensor field was totally anti-

symmetric and the tangent vector field verified∇kk = 0. In such case, the integral curves of the null vector k

are metric geodesics, therefore, the results of the singularity theorems of Hawking and Penrose can be applied,

assuming instead the conditions of Theorem 4.2. In fact, the argument also holds for time-like geodesics4.

We summarize these observations as:

Lemma 4.3. Given a congruence of time-like (resp. null) metric geodesics in (M, g, S), if the conditions of

Theorem 4.1 (resp. Theorem 4.2) are verified, then the geodesics of the congruence are incomplete.

The results of Lemma 4.3 imply, in particular, that the presence of torsion modifies the so-called strong

energy condition of General Relativity, by including the explicit contribution of torsion in conditions 2 of The-

orems 4.1 and 4.2. This observation was already behind the work of Trautman [25] (see also Ref. [26–29])

where it was found, in a particular model of the ECSK theory, that the presence of torsion could prevent the

formation of singularities due to the violation of the modified strong energy condition.

4This was first noticed in Ref. [29], in the context of the ECSK theory.
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4.3.2 Non-geodesic curves

An affine theory of gravity is characterized by field equations that relate the geometry of the manifold with the

matter fields that permeate it. In general, at least one set of these field equations can be written in the form

f (g, S, T , other fields) = 0 , (4.25)

where f is some functional, g represents the metric tensor, S the torsion tensor and T is a rank-2 tensor

constructed from the matter fields which we call the stress-energy tensor and whose divergence verifies

∇βT αβ = Ψα , (4.26)

for some vector fieldΨ. Let us address the other fields part in Eq. (4.25). Here, we are thinking of theories like,

for instance, scalar-tensor theories with a null torsion tensor field, where an extra scalar field non-minimally

coupled to the geometry is considered and appears directly in the field equations. In those theories, it is still

possible to write a metric stress-energy tensor for the matter fields so that, in the so-called Jordan frame,

Eq. (4.26) is verified for an identically null Ψ (cf., e.g., Ref. [87]).

Considering an affine theory of gravitation, we use the following definition:5

Definition 4.1. A space-time (M, g, S) is said to be physically singular if there exists at least one frame

(i.e., an observer) for which the stress-energy tensor T is not well defined in (M, g, S), for any coordinate

system.

We remark that, classically, a stress-energy tensor consists of a rank-2 tensor with real entries. So, if

independently of the coordinate system, some components of T either diverge or take complex values, this

would correspond to a non-admissible physical object, in the sense that an observer is no longer able to make

predictions using that physical theory.

Now, large classes of physical particles follow accelerated time-like curves and the effects of the accel-

eration might not be negligible in the extreme gravitational field regime. From a physical point of view, a

congruence of curves represents the paths of matter particles, as such, a focal point of a congruence rep-

resents the focusing of a matter field. It is then natural to connect the formation of a focal point with the

stress-energy tensor that characterizes the matter fluid that permeates the space-time. A prototype of this

idea was first used by Raychaudhuri [11] and, independently, by Komar [12], and later formalized by Sen-

ovilla [53] for the case of congruences of time-like geodesics in torsionless space-times, in the context of the

theory of General Relativity. Here, we extend the results of Ref. [53] to time-like congruences in space-times

endowed with a metric compatible, affine connection, in the context of affine theories of gravitation.

Using the results in Eq. (2.50), for a congruence of time-like curves with tangent vector u, we can decom-

5In his review [53], Senovilla calls matter singularity to a singularity in the energy density term of the stress-energy tensor.
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pose T as

Tαβ = µuαuβ + p hαβ + q1αuβ + uαq2β + παβ + εαβ
γmγ , (4.27)

where the components are given in Eq. (2.51). Before proceeding, notice that the components in Eq. (4.27) are

defined covariantly such that, if it is found that some component is not defined at some point of the manifold,

this indeed means that an observer co-moving with the fiducial curve of the congruence is unable to define a

stress-energy tensor (in contrast with just an ill choice of coordinates).

Now, given Definition 4.1, we obtain the following result:

Theorem 4.3. Consider a space-time (M, g, S) in the context of any affine theory of gravitation satisfying

the conditions of Theorem 4.1, the conservation of energy uα∇βTαβ = 0 and containing either

1. A fluid with Tαβ = µuαuβ+p hαβ and p = kµγ , where k ∈ R+
0 , γ ∈ R\{0} and, at some instant,

τ = τ0, θ(τ0) < 0 and µ(τ0) > 0;

2. A scalar field with Tαβ = (∇αψ) (∇βψ) − 1
2
gαβ (∇µψ) (∇µψ) − gαβV (ψ) , admitting level sur-

faces, such that its gradient ∇αψ is time-like,

then, the space-time will become physically singular at, or before, the formation of a focal point.

Corollary 4.1. In case 1, if the fluid has γ > 1, then the space-time becomes physically singular before the

formation of a focal point.

Corollary 4.2. Theorem 4.3 applies, in particular, to any minimally coupled affine theory of gravity without

torsion, to scalar-tensor theories written in the Jordan frame in manifolds without torsion and to the ECSK

theory for a torsion given by Sαβγ = Sαβuγ + u[αXβ]uγ .

Proof. From Eq. (2.70) and settingWαβ = 0, uα∇βTαβ = 0 can be written as

µ̇+ θ (µ+ p) + παβσαβ − εαβγmγωαβ + qα1 aα +∇αq
α
2 = 0 , (4.28)

where θ, σαβ and ωαβ are given by Eqs. (4.3) – (4.5) and µ̇ := uα∇αµ.

Case 1:

Considering the particular case of a fluid characterized by a stress-energy tensor whose non-zero compo-

nents in the decomposition (4.27) are µ and p, then Eq. (4.28) reduces to

µ̇+ θ (µ+ p) = 0 . (4.29)
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Assuming p = kµγ , with k ∈ R+
0 and γ ∈ R \ {0}, we may integrate Eq. (4.29) along the fiducial curve of

the congruence, c, to find|µ| = |µ0| e−(1+k)
∫ τ
τ0
θ(t)dt

, for γ = 1,

|µ1−γ + k| =
(
µ1−γ
0 + k

)
e
−(1−γ)

∫ τ
τ0
θ(t)dt

, for γ ̸= 1,
(4.30)

where τ is an affine parameterization of c, µ ≡ µ (c (τ)) and µ0 ≡ µ (c (τ0)),

Assuming that the conditions of the focus Theorem 4.1 are verified, depending on the values of γ, we get

different types of behavior. If γ ≤ 1, taking the limit of Eq. (4.30), we find

lim
τ→τ−f

|µ| = +∞ , for γ ≤ 1 , (4.31)

i.e., the space-time becomes physically singular at the formation of the focal point. On the other hand, if

γ > 1 and assuming µ0 > 0, from Eq. (4.30) we find that µ1−γ is a strictly decreasing function and

lim
τ→τ−a

1

µγ−1
= 0 , (4.32)

for some τa < τf . So, before the formation of a focal point we have that µ will diverge, hence, the space-time

becomes physically singular. This proves part 1 of the theorem.

Case 2:

Consider now a real scalar field ψ characterized by a stress-energy tensor of the form

Tαβ = (∇αψ) (∇βψ)−
1

2
gαβ (∇µψ) (∇µψ)− gαβV (ψ) , (4.33)

where V (ψ) represents a potential functional. Using the definitions in (2.51) and defining ψ̇ := uα∇αψ, we

find

µ = ψ̇2 +
1

2
(∇µψ) (∇µψ) + V (ψ) , (4.34)

p =
1

N − 1
µ+

N − 2

2 (N − 1)
(∇µψ) (∇µψ)− N

N − 1
V (ψ) , (4.35)

qα = q1α = q2α = −hµα (∇µψ) ψ̇ , (4.36)

παβ =

[
hµ(αhβ)

ν − hαβ
N − 1

hµν
]
(∇µψ) (∇νψ) , (4.37)

mα = 0 . (4.38)

Let us now impose that the scalar field admits level surfaces such that its gradient, ∇αψ, is time-like. Since

the choice of u is arbitrary, we can impose without loss of generality that uα is given by ∇αψ, so that,
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hβα∇βψ = 0. This, then, implies that the quantities qα and παβ are identically null. Moreover,

µ =
1

2
ψ̇2 + V (ψ) =

1

2
+ V (ψ) , (4.39)

p =
1

2
ψ̇2 − V (ψ) =

1

2
− V (ψ) , (4.40)

where the last equalities follow from setting uα := ∇αψ and uαuα = −1.

From Eq. (4.29), and integrating along the fiducial curve of the congruence, c, we find

µ (τ) = µ (τ0) +

∣∣∣∣∫ τ

τ0

θdt

∣∣∣∣ , (4.41)

where τ is an affine parameterization of c. Assuming that the premises of the focus Theorem 4.1 are verified,

the function θ will diverge to negative infinite when τ goes to some finite value τf . Then

lim
τ→τ−f

µ = +∞ , (4.42)

that is, the space-time becomes physically singular at τ = τf .

4.3.3 Singularities in the Einstein-Cartan-Sciama-Kibble theory

Theorem 4.3, relating a focal point to the formation of a singularity is rather general in the sense that it is

applicable to a wide class of theories of gravity. However, we had to specify the particular equation of state,

either for a perfect fluid or a scalar field, in order to draw those results. One reason for this is that we have just

used a general conservation law for T and did not use the field equations of a particular theory of gravitation.

Indeed, the field equations could enable us to directly relate the geometric conditions in the focus Theorem 4.1

with constraints on the matter fields.

In this section, we will show that provided a geometric theory of gravitation, it is possible to extend the

results of Theorem 4.3 for perfect fluids without the need to impose an equation of state. In particular, we will

consider the ECSK theory [22–24] defined in a Lorentzian manifold of dimension N = 4, characterized by

the following field equations

Rαβ −
1

2
gαβR + gαβ Λ = 8πTαβ , (4.43)

Sαβγ + 2gγ[αSβ]µ
µ = −8π∆αβγ , (4.44)

where Tαβ represents the canonical stress-energy tensor, ∆αβµ the intrinsic hypermomentum and Λ the
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cosmological constant. Moreover, the matter fields are constrained by the conservation laws [88]

∇βTαβ = 2SαµνT νµ − 1

4π
Sαµ

µΛ +
1

8π
(Sαµ

µR− SµνσRασµν) , (4.45)

found from the field equations and the second Bianchi identity, Eq. (2.13). Using Eq. (4.44) we can introduce

the intrinsic hypermomentum tensor in the above conservation laws and recover the result in Ref. [21] (see

also Ref. [86, 89] for similar results derived in the context of Poincaré gauge gravity theories [90–93]).

Computing the component uα∇βTαβ , we find

µ̇+ (θ −Wα
α ) (µ+ p) + qα1 aα +∇αq

α
2 + παβ

(
σαβ −W(αβ)

)
+mαβ

(
ωβα −W[βα]

)
= −uα

{
2SαµνT νµ − 1

4π
Sαµ

µΛ +
1

8π
(Sαµ

µR− SµνσRασµν)

}
.

(4.46)

Now, from Eq. (4.46), it is easy to verify that for a generic torsion tensor field we will have on the RHS terms that

depend on the Weyl tensor, making it very difficult to infer, in general, the behavior of the relevant quantities

without actually solving the field equations6. Nevertheless, we are able to prove the following result:

Theorem 4.4. Consider a space-time (M, g, S) in the context of the Einstein-Cartan-Sciama-Kibble theory

of gravitation, satisfying the conditions of Theorem 4.1. The space-time will become physically singular at, or

before, the formation of a focal point, if the following three conditions are verified:

(i) the torsion tensor field can be written as Sαβγ = Sαβu
γ + u[αXβ]u

γ ;

(ii) the matter fluid is characterized by a canonical stress-energy tensor of the form Tαβ = µuαuβ+p hαβ ,

and at some instant, τ = τ0 , θ(τ0) < 0 ∧ µ(τ0) ≥ 0;

(iii) the cosmological constant, Λ, verifies Λ + SαβS
αβ ≥ 0.

Proof. We start by noting that, using condition (i), where the components Sαβ and Xα were defined in

Eq. (2.44), Eq. (4.46) reads

µ̇+ θ (µ+ p) + qα1 aα + qα2Xα +∇αq
α
2 + παβσαβ + εαβγmγωβα = 0 , (4.47)

and using condition (ii), this equation reduces simply to Eq. (4.29). Now, consider h as the induced metric on

each 3-hypersurface, orthogonal to u, with components hab in a local coordinate system. It is easy to show

that the definition (4.3) for the expansion scalar is equivalent to

θ = habLuhab =
1√

det (h)
∂u
√

det (h) . (4.48)

6This is also the case, even if we consider a torsion tensor field whereW(αβ) = 0, as in Theorem 4.1.
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Defining L :=
(√

det (h)
) 1

3
along the integral curve of u, we can rewrite Eq. (4.29) as

d

dL

(
µL2

)
+ L (µ+ 3p) = 0 . (4.49)

The second condition in Theorem 4.1, Rαβu
αuβ ≥

(
W[αβ] + Sαβ

)
Sαβ , in the considered ECSK setup,

implies

4π (3p+ µ)− Λ ≥ SαβS
αβ . (4.50)

Integrating Eq. (4.49) along the integral curve of u yields

µ =
(µL2)|τ0
L2

+
1

L2

∫ L0

L

l(µ+ 3p) dl , (4.51)

where τ0 represents the value of the affine parameter of the integral curve of u, defined so thatL (τ0) = L0 >

0. Taking the limit when L→ 0, i.e., at the formation of a focal point, and assuming Λ+SαβS
αβ ≥ 0 then,

from Eq. (4.50), we find that the second term in the previous equation is positive therefore, µ→ +∞.

4.4 Conclusions and further discussion

The results in this chapter show how the presence of torsion affects the formation of focal points of a congru-

ence of curves on a Lorentzian manifold. In particular, we found how the torsion field explicitly appears in the

conditions of the focus theorems which, in turn, can be used to study singularity formation. It is important

to highlight that in the derivation of the focus theorems we used the definitions of the kinematical quantities

as defined in Eqs. (2.30) and (2.36). As we showed, these quantities correctly describe the geometrical —

hence, physical — kinematical behavior of a congruence of curves [59, 83–85]. Therefore, if it is found that

the expansion scalar θ diverges to minus infinity at some point of the manifold, this indeed represents the

formation of a caustic of the congruence. Some authors [63, 94] choose to use different definitions for the

kinematical quantities, assuming the same expression for the deviation tensorB, Eq. (2.29), as for torsionless

space-times. These quantities, though, do not have a geometrical meaning, therefore, for a general torsion

tensor field, they can not be used by themselves to assert the dynamical behavior of the congruence.

Using the newly derived focus theorems, we extended the Raychaudhuri-Komar singularity theorem for a

wide class of affine theories of gravitation in space-times endowed with a metric compatible, affine connection.

Moreover, we discussed both the cases of metric geodesics and accelerated curves. This is an important

point from the physical point of view. Take, for instance, the somewhat simpler case of the theory of General

Relativity. In that case, single-pole massive particles will follow geodesics of the space-time [95, 96]. However,

this is only verified if no gravitational radiation due to the particle’s motion is taken into consideration [96, 97].

Moreover, not only gravitational radiation will spoil the geodesic motion of single-pole particles but also charged
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particles in curved space-times will be accelerated, as described by the deWitt-Brehme-Hobbs equation [98,

99]. Regarding the motion of massive particles in a space-time with non-vanishing torsion, the situation is

even more complex. As shown in Refs. [86, 89], for an affine theory of gravitation minimally coupled to the

matter fields, only single-pole massive particles with null intrinsic hypermomentum will follow geodesics of the

space-time. However, this result was found by assuming that no radiation is emitted. It is then expected that,

analogously to the case of space-times with null torsion, self-force effects will give rise to non-zero acceleration.

The results in this chapter address these cases by showing how the presence of acceleration and torsion affects

the formation of focal points of a congruence and space-time singularities.
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Chapter 5

Influence of intrinsic spin in the formation of

singularities for inhomogeneous effective

dust space-times

5.1 Introduction

In Chapter 4 we studied how the presence of the torsion tensor field and acceleration affects the formation

of singularities by extending the Raychaudhuri-Komar singularity theorem to a wide class of affine theories of

gravitation. Albeit the generality of Theorems 4.3 and 4.4, providing sufficient conditions for the formation of

singularities, if the premises of the theorems are not verified we can not predict, in general, the evolution of a

physical system undergoing gravitational collapse without actually solving the field equations of a given theory.

Trying to find necessary conditions for the formation of singularities due to gravitational collapse is, however, a

very different problem: not only different geometric theories of gravitation are characterized by distinct relations

between the matter sources and the geometry of the space-time, leading, ultimately, to distinct descriptions

of gravitational collapse [100–111]; but also, the matter models that describe the matter source may play a

pivotal role in the evolution of the system [112–116].

In this chapter we will focus on the study of the gravitational collapse of a perfect fluid composed of

fermionic particles with non-null intrinsic spin in the ECSK theory [23, 24]. As explained in Chapter 1, the

formalism provided by the Einstein-Cartan theory makes it possible to introduce intrinsic spin degrees of

freedom in a geometric theory of gravitation by relating the torsion tensor field with the intrinsic spin of matter.

This model is specially interesting because it encapsulates quantum corrections in a semi-classical limit [21,

117–119], providing a way to infer if quantum effects may avoid the formation of singularities. Indeed, in the

framework of loop quantum gravity, it was found that for a universe permeated by a scalar field, quantum

corrections modify the classical Friedmann equation and a cosmological singularity can be avoided [120,
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121]. Moreover, some interesting but somewhat forgotten results from the 1970s [25–28] suggest that the

introduction of spin in spatially homogeneous anisotropic models may prevent the formation of singularities,

depending on the degree of isotropy of the collapsing space-time. More recently, the collapse process of a

spatially homogeneous and isotropic spin fluid has been studied in [78], where it was shown that there exists

a competition between fluid and spin source parameters, so that the collapse end state is determined via the

dynamics of these source terms and both singular and non-singular solutions could be obtained. Moreover, the

effects of spin have been shown to come into play in the cosmological context, where the torsion of the space-

time generated by the intrinsic spin of fermionic particles induces gravitational repulsion in the early universe,

where extremely high densities are present, possibly avoiding the formation of space-time singularities [122].

Nonetheless, spatially homogeneous and isotropic models represent extremely idealized scenarios. It

would then be interesting to explore this debate further by considering inhomogeneous and anisotropic space-

times and study how the symmetries of the space-time affect the evolution of gravitational collapse. Indeed,

with the inclusion of intrinsic spin degrees of freedom, the situation can be more subtle: the effects of spin

contribute, in a way, as a repulsive potential, therefore, collapsing solutions might not even exist for inhomo-

geneous space-times. Furthermore, even if some form of the energy conditions — arising from Theorem 4.4 —

is verified, singularities may not be the end result of gravitational collapse. In this and the following chapters

we will consider that the space-time manifold is of dimension 4.

5.2 Inclusion of spin effects in General Relativity

5.2.1 The Einstein-Cartan-Sciama-Kibble theory in brief

To include the spin effects in the theory of General Relativity we shall follow the semi-classical approach

provided by ECSK theory and relate the spin of the matter fields with the space-time torsion tensor field. So,

let us briefly review the theory and see how spin effects can be included in GR.

We start by recalling some of the expressions of Chapter 2. In the case of a manifold endowed with a

metric compatible, affine connection, the covariant derivative of a vector field u is given by

∇αu
β = ∂αu

β + Cβ
ασu

σ , (5.1)

where the connection Cγ
αβ can be written as a combination of the torsion tensor Sαβγ , Eq. (2.2), plus the

usual metric Christoffel symbols Γγαβ , Eq. (2.4), that is

Cγ
αβ = Γγαβ +Kαβ

γ , (5.2)

where the tensor field,

Kαβ
γ ≡ Sαβ

γ + Sγαβ − Sβ
γ
α , (5.3)
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is called contorsion tensor, Eq. (2.5). From the definition (2.9),

Rαβγ
ρ = ∂βC

ρ
αγ − ∂αC

ρ
βγ + Cρ

βσC
σ
αγ − Cρ

ασC
σ
βγ , (5.4)

and Eq. (5.2), we can write the Riemann tensor in terms of the metric Riemann tensor, with components

R̃αβγ
ρ and defined just in terms of the Christoffel symbols, and the contorsion tensor as

Rαβγ
ρ = R̃αβγ

ρ + 2∇̃[βKα]γ
ρ + 2K[β|σ

ρK|α]γ
σ , (5.5)

where the square brackets denote anti-symmetrization in the indicated indexes and ∇̃α represents the co-

variant derivative of a tensor quantity using only the metric connection Γγαβ . Contracting Eq. (5.5) gives the

following expression for the Ricci tensor

Rαγ = R̃αγ + 2∇̃[βKα]γ
β + 2K[β|σ

βK|α]γ
σ . (5.6)

Now, the field equations of the ECSK theory follow from the Einstein-Hilbert action1

A =
1

16π

∫ √
−g gαγRαγ d

4x+

∫ √
−gLMatter d

4x =

=
1

16π

∫ √
−g gαγ

{
R̃αγ +Kβσ

βKαγ
σ −Kασ

βKβγ
σ
}
d4x+

∫ √
−gLMatter d

4x ,

(5.7)

where LMatter represents the matter Lagrangian density and in the second equality we have omitted the total

derivative terms. Following the Palatini’s approach [123–126], where the action is varied independently with

respect to the space-time metric and the connection, we find two sets of field equations. Making the variation

of the action in Eq. (5.7) with respect to the contorsion tensor we find

Sαβµ + 2gµ[αSβ] = −8π∆αβµ , (5.8)

where Sα ≡ Sµα
α and the quantity

∆αβµ =
1√
−g

δ (
√
−gLMatter)

δKµβα

, (5.9)

is usually called the intrinsic hypermomentum, as it encapsulates all the information of the microscopic struc-

ture of the matter that composes the fluid [127–129]. Notice that, in Eq. (5.8), the torsion tensor field is not

a dynamical field, in the sense that the LHS contains no derivatives of the torsion tensor and indeed appears

as a purely algebraic equation. As such, in vacuum, where the matter Lagrangian density LMatter is null, from

1In this chapter we assume a null cosmological constant.
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Eq. (5.8), we see that the torsion tensor is identically null so, all solutions of the ECSK theory in vacuum are

also solutions of the theory of General Relativity.

Varying the action in Eq. (5.7) with respect to the metric tensor yields the modified Einstein field equa-

tions [29]
G̃µν − 4SσKµν

σ − 2gβδKµσδKβν
σ + 2gµνSσS

σ+

+
1

2
gµνKρσδK

δρσ − 4SµSν − gσρKβρνKσµ
β = 8π Tµν ,

(5.10)

where G̃µν ≡ R̃µν − 1
2
gµνR̃ represents the metric Einstein tensor, defined just using the metric connection,

and

Tµν = gµνLMatter − 2
δLMatter

δgµν
, (5.11)

is the metric stress-energy tensor of the matter fluid2.

5.2.2 The Weyssenhoff fluid

To relate the torsion tensor field with the intrinsic spin of matter particles, we shall consider a perfect fluid

with non-null intrinsic spin degrees of freedom that permeates a region of the space-time. A description of

such fluid is given by the Weyssenhoff model [130]. Although the Weyssenhoff fluid was first proposed as a

phenomenological theory, a variational theory of an ideal spinning fluid has been developed in Refs. [131, 132]

providing a Lagrangian for the Weyssenhoff semi-classical spin fluid which can, in turn, be used to compute

the corresponding hypermomentum and stress-energy tensors through Eqs. (5.9) and (5.11). It is then found

that the Weyssenhoff fluid is characterized by the following relation between the intrinsic hypermomentum

tensor and spin [131, 132]

∆µνα = − 1

8π
∆µνuα , (5.12)

where uα is the fluid’s 4-velocity and ∆µν is the anti-symmetric spin density tensor which, in turn, verifies the

following constraint

∆αβuβ = 0 , (5.13)

known as the Frenkel condition [133, 134]. Substituting Eqs. (5.12) and (5.13) in Eq. (5.8), we find that the

torsion tensor is related to the intrinsic spin of matter as

Sαβµ = ∆αβuµ , (5.14)

2In this chapter we will use a different notation for the stress-energy tensor (cf. Eq. (4.43)). The reason is to avoid confusing the metric stress-energy tensor in
Eq. (5.11), with the canonical stress-energy tensor, Eq. (4.43). Nevertheless, the results in Section 4.3 are equally applicable, in particular Theorem 4.4.
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making it clear that, in this model, spin constitutes the effective source of the torsion field. Equations (5.13)

and (5.14) allow us then to rewrite Eq. (5.10) as

G̃µν +∆αβ∆
αβuµuν +

1

2
gµν∆αβ∆

αβ

− 2∆µσ∆ν
σ = 8π Tµν .

(5.15)

Now, the spin tensor ∆µν and the stress-energy tensor Tµν that appear in Eqs. (5.12) - (5.15) refer to

the spin, energy and momentum of microscopic particles. However, we are interested in studying the macro-

scopic behavior of an ideal spinning fluid. Therefore, to find the field equations that describe a macroscopic

gravitational field due to a Weyssenhoff fluid, we will compute a space-time average of the tensors ∆µν and

Tµν over an element of volume of the fluid, respectively ⟨∆µν⟩ and ⟨Tµν⟩.
Assuming that the spinning fluid is composed of microscopic particles with randomly oriented spin, we

get the averaged quantities [135]

⟨∆µν⟩ = 0 , (5.16)

⟨∆αβ∆αβ⟩ = 32π2s2 , (5.17)

⟨∆µ
α∆να⟩ =

32

3
π2 (gµν + uµuν) s

2 , (5.18)

where s2 represents the average of the square of the spin density of the fluid. Moreover, from the Lagrangian

density given in Ref. [132] for a locally irrotational fluid, we find

⟨Tµν⟩ = −8π

3
uµuνs

2 − 8π

3
gµνs

2 + (µ+ p)uµuν + p gµν , (5.19)

where µ and p represent the energy density and pressure of the fluid, respectively. Substituting Eqs. (5.16) -

(5.19) in the average version of Eq. (5.15) yields

G̃µν = 8π
[(
µ+ p− 4πs2

)
uµuν +

(
p− 2πs2

)
gµν
]
. (5.20)

Notice that the field equations in Eq. (5.20), for a zero-vorticity Weyssenhoff fluid in the ECSK theory, are

equivalent to those in GR for a perfect fluid with additional contributions from the spin to the energy density

and pressure. Therefore, at the level of the metric, a perfect fluid composed of particles with non-null intrinsic

spin in the ECSK theory can be, classically, described by the field equations of the theory of GR assuming that

the fluid is modeled by the effective stress-energy tensor

Tµν = (µeff + peff)uµuν + peff gµν , (5.21)
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with

µeff = µ− 2πs2 and peff = p− 2πs2, (5.22)

where we have omitted the angular brackets. Nevertheless, one should bear in mind that all matter related

quantities are to be considered as averages. Moreover, for the remaining of this chapter we will also omit the

tilde to indicate tensor quantities computed only using the symmetric part of the connection since, as was

shown, we can effectively treat the problem at hand using the field equations of the theory of General Relativity

for an effective stress-energy tensor.

5.2.3 The stress-energy tensor for effective uncharged spinning dust

We shall now restrict our attention to the case where the fluid’s pressure varies in such a way that it cancels

the contribution coming from spin effects, so that the whole fluid effectively behaves as dust, i.e.,

peff = p− 2πs2 = 0 , (5.23)

so that,

T µνeff = µeffu
µuν , (5.24)

where µeff represents the effective energy density of the matter fluid.

Now, let us consider that the matter is composed of N species of uncharged fermionic particles with

massmi and spin si = ±}/2 and assume that the interactions between the microscopic constituents of the

fluid are negligible. Clearly, the distribution of spin and mass are related to each other. The particle number

density for each species is given by [29]

ni =
µi
mi

=

(
4s2i
}2

) 1
2

, (5.25)

where µi and s2i represent, respectively, the averaged energy density and the average of the squared spin

density of a single species, such that

µieff = µi − 2πs2i , and µeff =
N∑
i=1

µieff . (5.26)

Using Eq. (5.25) in Eqs. (5.22) and (5.26) , we find that for each species

µieff = µi

(
1− µi

µ̄i

)
, pieff = pi −

µ2
i

µ̄i
, (5.27)
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where the total pressure of the perfect fluid is formally given by

peff =
N∑
i=1

pieff , (5.28)

and

µ̄i =
2m2

i

π}2
(5.29)

represents a critical mass-density which sets a scale at which the spin effects have to be taken into account [29].

In the perfect fluid approximation, the various constituents of the matter are non-interacting. Therefore,

the total pressure of the fluid will be null if the various terms in Eq. (5.28) are null. Substituting Eq. (5.27) in

Eq. (5.23), we find that the constituents of the fluid are characterized by an equation of state of the form

pi =
1

µ̄i
µ2
i , (5.30)

that is, a polytrope of order 2.

5.3 Spin effects in the gravitational evolution

To study the influence of spin in singularity formation, we will analyze the evolution of an uncharged effective

dust fluid with non-null spin degrees of freedom composed only of fermionic particles.

When considering the case of the gravitational collapse of a compact object in astrophysics, we consider a

model of Oppenheimer-Snyder type [10] having a collapsing interior given by the Szekeres metric [136, 137],

which is inhomogeneous, matched to a vacuum exterior. Examples of such models were shown to exist in [101,

138–142]. Whereas, when considering a cosmological model, we shall assume that the coordinates in the

Szekeres metric are globally defined and that the universe can be either initially expanding or contracting. In

this case, part of the problem will be to figure out if, during evolution, there can be a bounce in the collapsing

phase or a turning point, followed by re-collapse, in the expanding phase.

The Szekeres space-time represents the solutions of the Einstein field equations (EFE) for a space-time

permeated by irrotational dust whose line element can be written in the form

ds2 = −dτ 2 + eα(τ,r,p,q)dr2 + eβ(τ,r,p,q)
(
dp2 + dq2

)
, (5.31)

where α and β are C2-functions of the coordinates {τ, r, p, q}. This metric has no Killing vectors, in gen-

eral [143]. Historically, the Szekeres models are split in two classes: one that generalizes the Lemaître-Tolman-

Bondi (LTB) metric [6, 144, 145] and another that generalizes the Kantowski-Sachs (KS) metric [146]. We

shall treat them separately.
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5.3.1 Szekeres space-times: LTB-like

The LTB-like Szekeres models are characterized by a line element of the form [136, 137]

ds2 = −dτ 2 +
(
R′ − RE′

E

)2
ϵ+ f (r)

dr2 +
R2

E2

(
dp2 + dq2

)
, (5.32)

where the prime indicates the derivative with respect to r, ϵ = {−1, 0, 1}, E = E (r, p, q) and f (r) are

arbitrary C2-functions such that f (r) + ϵ > 0, while the function R = R (τ, r) satisfies the Friedmann like

equation

Ṙ2 (τ, r) = f (r) +
2M (r)

R (τ, r)
, (5.33)

with the overdot denoting the derivative with respect to the time coordinate τ and M = M (r) is another

arbitrary function.

Given the line element in Eq. (5.32) and Eq. (5.24) we find, from the EFE, the following relation between

the energy density of the effective dust source and the functions that describe the geometry of the space-time

8π µeff = 2
EM ′ − 3ME ′

R2 (ER′ −RE ′)
. (5.34)

This expression can be re-written as

µeff (τ, r, p, q) =
r2 F (r, p, q)

R2 (τ, r)W (τ, r, p, q)
, (5.35)

where

r2F (r, p, q) =
1

4π
[E (r, p, q)M ′ (r)− 3M (r)E ′ (r, p, q)] , (5.36)

and

W (τ, r, p, q) = E (r, p, q)R′ (τ, r)−R (τ, r)E ′ (r, p, q) , (5.37)

so, f (r),M (r) and E (r, p, q) will be the free initial functions that characterize the space-time.

5.3.1.1 Regularity conditions and the influence of spin in singularity formation

Since we are interested in studying the influence of spin in the formation of curvature singularities, in addition

to the previous assumptions we shall consider some further requirements on the initial regularity of the space-

time:
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Assumption 5.1. At the initial time τ = τ0:

(i) R (τ0, r) is an increasing function of the coordinate r.

(ii) the space-time is non-singular.

(iii) for every triplet (r, p, q), we assumeW (τ0, r, p, q) and µeff (τ0, r, p, q) to be non-null.

Under these assumptions, we can set by convention

R (τ0, r) = r. (5.38)

When it exists, it is also useful to introduce τc (r) > τ0, defined as the value of the time coordinate at which

the function R of the shell with coordinate r goes to zero.

Under our assumptions, from Eqs. (5.35), and in the coordinate system defined by Eq. (5.38), it is straight-

forward to see that the function F (r, p, q)must be finite and non-null. This leads us to conclude that a neces-

sary condition for the divergence of µeff (τ, r, p, q) for a given (r, p, q) is that eitherR (τ, r) orW (τ, r, p, q)

go to zero at some instant of time τS > τ0. The former is associated with a shell-focusing singularity, whereas

the latter represents the formation of a shell-crossing singularity [147].

Moreover, since the functions R (τ, r) andW (τ, r, p, q) are continuous in the time coordinate τ before

the formation of a singularity, for each triad (r, p, q), the effective energy density function µeff (τ, r, p, q) is

also a continuous function in the coordinate τ . We are then able to prove

Lemma 5.1. Under our assumptions, if in a continuous gravitational collapse there exists a curve τ =

τs(r) > τ0 such that for each (r, p, q) within the matter cloud either limτ→τs(r)− R (τ, r) = 0 or

limτ→τs(r)− W (τ, r, p, q) = 0 then, limτ→τs(r)− µeff (τ, r, p, q) = −∞.

Proof. We split the proof in two parts:

1. First, we prove that for each triad (r, p, q), if either limτ→τs(r)− R (τ, r) → 0 or

limτ→τs(r)− W (τ, r, p, q) → 0 for some instant τs > τ0, then we have that limτ→τs(r)− µeff (τ, r, p, q) →
±∞. As was discussed previously, a necessary condition for divergent µeff is that either W (τ, r, p, q) or

R (τ, r) go to zero at some instant τ = τs. In Appendix B it is shown that if R is a real function, these condi-

tions are also sufficient for the divergence of µeff, in particular, even in the case where limτ→τs(r)− W → ∞,

the limit limτ→τs(r)− R
2R′ → 0 is always verified, hence from (5.37) limτ→τs(r)− R

2W → 0 and from

(5.35) limτ→τs(r)− µeff (τ, r, p, q) → ±∞, as F (r, p, q) is finite. Therefore, since F (r, p, q) takes finite

values, from Eq. (5.35), fixing (r, p, q), if either limτ→τs(r)− R (τ, r) → 0 or limτ→τs(r)− W (τ, r, p, q) → 0

for some instant τs > τ0, then we have limτ→τs(r)− µeff (τ, r, p, q) → ±∞.

2. We now show that we can only have µeff (τ, r, p, q) → −∞. For a dust spacetime composed only of

fermions, the effective mass-energy density is given by the sum in Eq. (5.26) and it takes infinite values if, at

least, one term of the sum, µieff, is infinite. Although we shall restrain ourselves from imposing any of the usual
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energy conditions, we shall consider that if any of the parameters that characterize the fluid take complex values

at any point of the space-time, the solution is unphysical. Therefore, for µi ∈ R\{0}, from Eq. (5.27), we find

that each µieff may only tend to −∞, hence, for each (r, p, q), limτ→τs(r)− µeff (τ, r, p, q) → −∞.

Now, from Lemma 5.1, we get the following result:

Theorem 5.1. Given a Szekeres space-time with line element (5.32) permeated by an uncharged perfect

fluid composed only of fermionic particles, characterized by an equation of state such that, the fluid effectively

behaves as dust, if Assumption 5.1 is verified and sign (F (r, p, q)) = sign (W (τ0, r, p, q)) then, a curvature

singularity will not form.

Proof. The proof follows from Lemma 5.1 and the continuity of the functions R,W and µeff .

Consider that sign (F (r, p, q)) = sign (W (τ0, r, p, q)). Let us start by showing that the function

W (τ, r, p, q) will not be zero for any τ ∈ ]τ0, τc (r)]. We argue by contradiction.

Assume that there exists, for each r, an instant τ1 (r) ∈ ]τ0, τc (r)] such that limτ→τ−1
W (τ1, r, p, q) =

0. Then, from Lemma 5.1, limτ→τ−1
µeff (τ, r, p, q) → −∞. From our assumptions, W (τ, r, p, q) and

R (τ, r) are continuous functions in the τ coordinate for all τ ∈ ]τ0, τ1[ therefore, for that domain, the

effective mass-energy density, µeff, is a continuous function in the coordinate τ , concluding that there exists

a τ2 ∈ ]τ0, τ1[ such that µeff (τ2, r, p, q) < 0. On the other hand, continuity of W (τ, r, p, q) implies that

the sign ofW (τ2, r, p, q) must be equal to the sign ofW (τ0, r, p, q). Therefore, since R (τ2, r) ∈ R and

sign (F (r, p, q)) = sign (W (τ2, r, p, q)), we conclude, from Eq. (5.35), µeff (τ2, r, p, q) > 0, contradicting

what was shown before. Hence,W (τ, r, p, q) will not be zero for any τ ∈ ]τ0, τc (r)].

The case when the function R (τ, r) goes to zero before the function W (τ, r, p, q) also can not occur

since, from Eq. (5.35), Lemma 5.1 would be violated.

Remark 5.1. The condition sign (F (r, p, q)) = sign (W (τ0, r, p, q)) of Theorem 5.1 is equivalent to con-

sider that the effective stress-energy tensor (5.24) verifies the weak energy condition at the initial time τ0.

Remark 5.2. To clarify the statement of the Theorem 5.1, let us consider the simpler case of an effective dust

fluid composed of only one type of fermions. In this case, from Eqs. (5.27) and (5.35) we can solved for µ,

such that

µ (r, p, q) =
µ̄

2

(
1±

√
1− 4r2F

µ̄R2W

)
, (5.39)

hence, given sign (F (r, p, q)) = sign (W (τ0, r, p, q)), from the results of Appendix B, if, for each r, either

W (τ, r, p, q) or R (τ, r) go to zero for some instant τ ∈ ]τ0, τc (r)], the energy density of the fluid will take

complex values hence, it is considered unphysical.
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5.3.2 Szekeres space-times: KS-like

The KS-like Szekeres models are characterized by the general line element [136]

ds2 = −dτ 2 +
[
X (τ, r)−R (τ)

E1 (r, p, q)

E0 (p, q)

]2
dr2 +

R (τ)2

E0 (p, q)
2

(
dp2 + dq2

)
, (5.40)

where the function R (τ) verifies

Ṙ (τ)2 =
2M

R (τ)
+ k1 , (5.41)

withM being an arbitrary constant to be given as initial data and the constant k1 is determined by

(∂pE0)
2 + (∂qE0)

2 − E0

(
∂2pE0 + ∂2qE0

)
= k1 . (5.42)

Moreover, the function X (τ, r) is a solution of following equation:

X R̈ + Ṙ Ẋ +R Ẍ =
k2 (r)

2
, (5.43)

with

2∂qE0∂qE1 + 2∂pE0∂pE1 −
(
∂2qE0 + ∂2pE0

)
E1 − E0

(
∂2pE1 + ∂2qE1

)
= k2(r) , (5.44)

where we have omitted some functional dependencies to avoid saturating the notation.

From the EFE, the effective energy density of the spinning cloud verifies

µeff =
G (r, p, q)

R2 (τ)H (τ, r, p, q)
, (5.45)

where

H (τ, r, p, q) = X (τ, r) E0 (p, q)−R (τ) E1 (r, p, q) . (5.46)

Such space-times are completely determined by the initial functionsE0 (p, q)andE1 (r, p, q) and the constant

M .

5.3.2.1 Regularity conditions and the influence of spin in singularity formation

As in the previous section, we shall consider some further constraints on the initial regularity of the space-time:

Assumption 5.2. At the initial time, τ = τ0:

(i) the space-time is non-singular.

(ii) for every triplet (r, p, q), we assume H (τ0, r, p, q) and µeff (τ0, r, p, q) to be non-null.

61



Now, given the above initial regularity constraints and looking at Eqs. (5.45) and (5.46), as well as to the

solutions in Appendix B, it can be seen that, following the same reasoning applied in the proofs of subsec-

tion 5.3.1.1, we have the following result:

Theorem 5.2. Given a Szekeres space-time with line element (5.40) filled with an uncharged perfect fluid

composed only of fermionic particles, characterized by an equation of state such that, the fluid effectively be-

haves as dust, if Assumption 5.2 are verified and sign (G (r, p, q)) = sign (H (τ0, r, p, q)), then a curvature

singularity will not form.

5.4 Special Cases

In this section, we shall discuss the effects of spin in the formation of singularities for some particular cases

of the Szekeres space-times, where the analysis of the previous section can be extended.

5.4.1 Lemaître-Tolman-Bondi space-time

The Lemaître-Tolman-Bondi space-time [6, 144, 145] is a solution of the EFE for a spherically symmetric

neutral dust source characterized, in co-moving coordinates, by the line element

ds2 = −dτ 2 + R′ (τ, r)2

1 + f (r)
dr2 +R (τ, r)2 dΩ2 , (5.47)

where dΩ2 ≡ dθ2+sin2 θ dφ2 represents the line element of the unit 2-sphere. The functionR (τ, r) verifies

Eq. (5.33) and represents the circumference radius at an instant τ and radial coordinate r and f (r) > −1

is an arbitrary C2-function of the radial coordinate. The LTB metric can be found from the Szekeres solution,

Eq. (5.32), by setting E2 (r, p, q) = (1 + p2 + q2) /4 and ϵ = 1.

From the EFE, we find that Eq. (5.35) is re-written for the LTB space-time as

µeff (τ, r) =
r2 F (r)

R2R′ , (5.48)

where F (r) is another arbitary function of r and it is related to the functionM (r), Eq. (5.33), byM ′ (r) =

4πr2 F (r), or

M (r) = 4π

∫ r

0

F (r) r2 dr. (5.49)

It is worth remarking that, in this case, the functionM (r) represents the mass contained within a shell with

coordinate r (cf., e.g., Ref. [148]).

In the case of an LTB space-time, the functionW (τ, r) ≡ R′ (τ, r) and in the coordinate system defined

by Eq. (5.38) we haveW (τ0, r) = +1. Therefore, for the LTB space-time imposing F (r) > 0 is equivalent
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to imposeM ′ (r) > 0.

The result in Theorem 5.1, albeit important, does not provide an answer in the cases where F (r) < 0.

One might think that such cases are unphysical since the effective null energy condition3 would be violated.

There are, however, known physical phenomena that seem to violate the energy conditions (see e.g. Ref. [149]).

Moreover, cases of collapsing space-times with negative mass have been studied several times in the past (see

e.g. Ref. [150, 151] and references therein).

Let us then consider that M ′ (r) takes negative values for all r. In this case we have, from Eq. (5.49),

that the mass function M (r) is negative for all r. Assuming that f (r) ≥ −2M/r, otherwise Eq. (5.33)

has no real solutions, it is clear, from Eq. (5.33), that one of two scenarios will occur: either Ṙ (τ0, r) > 0,

in which case the effective dust matter will continue to expand indefinitely; or Ṙ (τ0, r) < 0 where at some

instant of time, say τb, Ṙ (τb, r) will go to zero. From Eq. (5.33), it is easy to show that R̈(τ, r) is always

positive, therefore, at τb, the function R will have a minimum. Hence, the system will bounce back and start

to expand indefinitely.

We summarize these conclusions in the next proposition, which softens the conditions of Theorem 5.1 for

the case of LTB:

Proposition 5.1. Given an LTB space-time permeated by an uncharged, collapsing perfect fluid, composed

only of fermionic particles, characterized by an equation of state such that, the fluid effectively behaves as dust,

if Assumptions 5.1 are verified and sign (M ′ (r)) is the same for all r within the space-time, the circumferential

radius function R (τ, r) will not go to zero.

Aside the simpler case whereM ′ (r) < 0 for all r, there may be configurations where there are regions of

the space-time with positive effective energy density and other regions with negative effective energy density,

however, it is easy to show that such configurations are solutions of the Einstein field equations only if surface

layers, separating the different regions, are present. Such cases shall not be considered here.

To conclude this subsection, we note that ifM ′ (r) takes negative values, shell-crossing singularities may

occur.

5.4.1.1 The evolution of the collapse

In the previous subsection it was shown that, under our assumptions, and if the sign of the functionM ′ (r) is

the same for all r, an uncharged effective dust cloud composed only of fermionic particles, in an LTB space-

time will not form a shell-focusing singularity. Then, for Ṙ(τ0, r) < 0, and assuming that no shell-crossing

singularities occur for sign (M ′(r)) < 0, there are only three possibilities for the behavior of the uncharged

effective dust cloud:

(I) there are no global in time solutions of the EFE for a collapsing uncharged effective dust matter;

3See Section 7.5 for further details.
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(II) the gravitational collapse will lead to a bounce of the matter cloud;

(III) the gravitational collapse of the matter cloud will settle in a stable configuration.

As we shall see below, the third scenario will never occur, and the first and second cases may occur depending

on the initial data:

(I) Consider the initial data M (r) > 0 and f (r) ≥ 0 or M (r) = 0 and f (r) > 0. In both cases,

from Eq. (5.33), the function Ṙ can not go to zero, that is, for a given r, R (τ, r) is either a strictly decreasing

or a strictly increasing function of τ . However, ifR is a decreasing function in the τ coordinate, it will eventually

go to zero, violating the result of Proposition 5.1. Hence, in these cases, the only possible physical solution is

when the matter expands indefinitely.

(II) Another possibility is the case whereM (r) < 0 and f (r) > 0, with 2M (r) /R (τ0, r)+f (r) > 0

for a given r within the matter cloud. In this case, from Eq. (5.33), there are two possible behaviors depending

on the initial value of Ṙ (τ): either Ṙ (τ0, r) > 0, in which case the effective dust cloud will continue to expand

indefinitely; or Ṙ (τ0, r) < 0, where at some instant of time, τb, Ṙ (τb, r) will go to zero. From Eq. (5.33),

it is easy to show that R̈(τ, r) is always positive. Therefore, at τb, the function R will attain a minimum,

different from zero, concluding that the system will bounce and start to expand from then on. Note that this

solution is characterized byM (r) < 0, therefore the weak (hence, the strong) energy condition is not verified

and there is no inconsistency with the result in Theorem 4.4.

(III) Yet another possibility is the case where M (r) > 0 and f (r) < 0, with 2M (r) /R (τ0, r) +

f (r) > 0: if initially Ṙ (τ0, r) < 0, then a singularity will eventually form; on the other hand, if Ṙ (τ0, r) > 0,

Ṙ will go to zero at some τ ∈]τ0,+∞[, however, from Eq. (5.33) we see that R̈(τ, r) is always negative in this

case, hence, the system will cease to expand further and start to collapse, eventually forming a singularity. In

both scenarios the result in Theorem 5.1 is violated, hence, such initial data does not correspond to a physical

solution. This is becauseM (r) > 0 implies that at some region F (r) > 0, therefore, if a singularity occurs

the energy density of the constituents of the fluid would have to take complex values.

As examples, in Figures 1 and 2, we show the behavior of R as a function of τ for various fixed values

of the coordinate r, depending on the initial sign of Ṙ (τ0, r), found by numerically solving Eq. (5.33) in

particular cases whenM (r) < 0 and f (r) > 0 andM (r) > 0 and f (r) < 0, respectively.

5.4.2 Friedmann-Lemaître-Robertson-Walker space-time

Another example of notable interest is the Friedmann-Lemaître-Robertson-Walker model [3–9], where the

space-time, sourced by spatially homogeneous and isotropic dust, is characterized by the line element

ds2 = −dτ 2 + a (τ)2
(

dr2

1 + k r2
+ r2dΩ2

)
, (5.50)
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Figure 1: Behavior of the functionR (τ, r) for various fixed values of the coordinate r, depending on the initial
value of Ṙ, in the case of M (r) < 0 and f (r) > 0. Panel (a) At the initial time Ṙ (τ0, r) < 0. Panel (b)
At the initial time Ṙ (τ0, r) > 0.
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Figure 2: Behavior of the function R (τ, r) for various values of the coordinate r depending of the initial value
of Ṙ in the case of M (r) > 0 and f (r) < 0. Panel (a) At the initial time Ṙ (τ0, r) < 0. Panel (b) At the
initial time Ṙ (τ0, r) > 0.
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where a (τ) is the scale factor and k = {−1, 0, 1}. This solution is a particular case of the Szekeres line

element, Eq. (5.32), by setting E2 (r, p, q) = (1 + p2 + q2) /4, ϵ = 1, f (r) ≡ k r2 and R (τ, r) ≡
a (τ) r. We then have for an effective dust cloud

µeff (τ) =
F0

a3 (τ)
, (5.51)

with F0 being a non-zero constant, and a (τ) satisfying the well-known Friedmann equation [3]

ȧ2 (τ) =
2M(r)

r3 a (τ)
+ k , (5.52)

where

M(r) =M0r
3, with M0 =

4π

3
F0 =

4π

3
a (τ0)

3 µeff (τ0) . (5.53)

Moreover, this space-time is itself a particular case of the LTB space-time studied in the previous subsection.

Therefore, all the previous results are valid for this particular case.

From Proposition 5.1 we know that independently of the sign ofM0, or equivalently F0, a singularity does

not occur. As discussed in subsection 5.4.1.1, the actual evolution of the space-time depends of the values of

the constants k andM0. More concretely,

(i) forM0 > 0 ∧ k ≥ 0, the space-time will expand indefinitely;

(ii) for M0 < 0 ∧ k > 0, depending on whether ȧ (τ0) > 0 or ȧ (τ0) < 0, the space-time will either

expand indefinitely or start by a collapsing phase which is followed by a nonsingular bounce and then

entering an expanding phase, respectively;

in all other cases, from Eq. (5.52), we find that the functions a (τ) or µ (τ) will take complex values, hence,

the solutions to the Friedmann equations are considered unphysical (see also Section 6.2 of Ref. [152]).

By comparison with our setup, we recall that in Ref. [25], the effects of spin in singularity formation was

studied by considering a dust cloud composed of fermionic particles in a FLRW space-time whose spins were

assumed to be aligned in a given preferred spatial direction. In that case, the field equations can be explicitly

solved and a closed form expression for the scale factor a (τ) was found, showing explicitly that there is a

minimum positive value for a (τ) thus, concluding that a singularity does not form. Moreover, cosmological as

well as astrophysical consequences of introducing spin and torsion in gravitation has been studied in Refs. [78,

109, 153]. In Ref. [153], a closed homogeneous and isotropic universe filled with fermionic matter has been

considered and it was shown that the effects of spin-torsion coupling produces a gravitational repulsion in the

early universe, preventing the formation of cosmological singularity. In Refs [78, 109], the effects of spin on

the dynamics of collapse for a closed [78] and flat [109] FLRW backgrounds has been studied. It was shown

that, under certain conditions, the formation of space-time singularities can be avoided through a non-singular
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bounce, which can either be hidden behind a horizon or visible to external observers, depending on the initial

radius or mass of the collapsing body.

All the previous mentioned cases differ from our setup since we assume that spins are randomly oriented

and the fluid effectively behaves as dust. However, as was shown above, our conclusions are similar.

5.4.3 Senovilla-Vera space-time

As a special inhomogeneous case of KS-like Szekeres space-times, we study the Senovilla-Vera space-

time [154] characterized by a line element of the form

ds2 = −dτ 2 + dr2 + r2dφ2 +

(
β +

τ 2 + r2

γ

)2

dz2 , (5.54)

where γ ∈ R\ {0}, β ∈ R≥0, r > 0, z ∈ ]−∞,+∞[ and φ ∈ [0, 2π[. A space-time exterior to (5.54)

was found in Ref. [142]. Assuming that the space-time is permeated by effective dust, we find that the effective

energy density is given by

8πµeff (τ, r) = − 4

βγ + r2 + τ 2
. (5.55)

In the cases where γ > 0 ∧ β ≥ 0 or γ < 0 ∧ γβ + r2 > 0, it is clear that there are no collapsing

solutions. Let us then consider the cases where γ < 0∧γβ+r2 < 0. SettingR = 1, E0 = 1,X = τ 2/γ

and E1 = − (r2 + βγ) /γ in Eq. (5.40), we recover the line element (5.54). The functions G and H , in

Eqs. (5.45) and (5.46), are in this case

H (τ, r) = β +
τ 2 + r2

γ
, G = − 1

2πγ
. (5.56)

Now, for γ < 0 we see that the function H (τ, r) is a strictly decreasing function of the coordinate τ . It is

then clear that, for γβ + r2 < 0, such model is not a solution of the EFE for effective dust, since this would

imply the formation of a curvature singularity when τ =
√
γβ + r2, violating Proposition 5.2.

We can see this more clearly by considering that the fluid is composed of only one type of fermionic

particles. In that case, from Eqs. (5.27) and (5.55) we have that the energy density of the perfect fluid is given

by

µ (τ, r) =
µ̄

2

[
1±

√
1 +

2

µ̄π (γβ + τ 2 + r2)

]
, (5.57)

where µ̄i is given by Eq. (5.29) and the discriminant is assumed to be non-negative. From this relation, we

see that in the case of γ < 0 ∧ γβ + r2 < 0, when τ >
√
β|γ| − r2 − 2

µ̄π
, the mass-energy density of

the fluid will take complex values, that is, such solution is unphysical.
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5.4.4 LRS Bianchi type I space-time

As a final particular case, we will study a locally rotationally symmetric (LRS) Bianchi type I space-time with

line element

ds2 = −dτ 2 + A (τ)2 dx2 +B (τ)2
(
dy2 + dz2

)
, (5.58)

which is a spatially homogeneous particular case of the KS-like Szekeres metric. Interestingly, this space-time

was used to study the influence of spin in singularity formation by assuming that the space-time is filled with

a dust fluid (not effective dust) with non-null spin, such that, the spins of the dust particles are aligned along

a preferred direction [26, 27].

In line with our previous examples, we assume an effective dust fluid and, in that case, from the EFE we

find

A (τ) =
c

(b− τ)
1
3

+ (b− τ)
2
3 , (5.59)

B (τ) = (b− τ)
2
3 , (5.60)

with b and c being integration constants, and

8π µeff (τ) =
4

3Γ (τ)3
, (5.61)

where

Γ (τ)3 = A (t)B (t)2 = (c+ b− t) (b− t) . (5.62)

We note that the case c = 0 corresponds to the flat FLRW metric.

Now, Eqs. (5.58), (5.59) and (5.60) can be found from Eq. (5.40) by setting E0 = E1 = 1, R (τ) =

B (τ) and X (τ) = A (τ) +B (τ), hence

H (τ) = A (τ) =
c

(b− τ)
1
3

+ (b− τ)
2
3 , (5.63)

and the functionG = 1/6π. To apply the results found in the previous section, at the initial time, for simplicity

τ = 0, H (0) must be positive (to match the sign of G) and finite, that isc > −b , for b > 0

c < −b , for b < 0
. (5.64)

Therefore, if the constraints in Eq. (5.64) are verified, Proposition 5.2 tells us that a shell-focusing or shell-

crossing singularity will not be formed. As in the previous subsection, this can be readily verified: In the case

b < 0 this conclusion is trivial, since A (τ) and B (τ) will never be zero; On the other hand, for b > 0,
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assuming that the fluid is composed of only one type of fermionic particles, the energy density is given by

µ (τ) =
µ̄

2

[
1±

√
1− 2

3πµ̄Γ (τ)3

]
, (5.65)

so that, as τ → b or τ → b+ c (whichever occurs first), the energy density will take complex values, and the

resulting solution is unphysical. Let us also remark that if Eq. (5.64) is not verified but Γ (0) ̸= 0 then,limτ→b Γ (τ) → −∞ , for b > 0 ∧ c < −b

limτ→c+b Γ (τ) → −∞ , for b < 0 ∧ c > −b
, (5.66)

and all solutions of the EFE are real and a singularity will form.

5.5 Concluding remarks

We have considered models of gravitational collapse of inhomogeneous and anisotropic (effective) dust fluid

on a space-time described by a Szekeres metric. We have found that, under certain conditions on the initial

data, the formation of a singularity may be avoided due to the presence of spin. Comparing our results with

those in the literature for spatially homogeneous space-times, it was shown that not only the geometry of the

space-time, but also the equation of state of the fluid, play a pivotal role in the evolution of the space-time and

singularity formation. Moreover, it was shown that even if the effective stress-energy tensor of the spinning

fluid verifies the strong energy condition, a singularity can be avoided. Notice that this is inline with the results

of Chapter 4 since, the cases considered in this chapter where the strong energy condition is verified, the

presence of intrinsic spin prevents the formation of trapped surfaces — regions where the expansion scalar is

negative.

Some particular cases of the Szekeres model were considered in order to either extend the previous results

or show explicitly the evolution of the effective dust space-time. The results found for the various cases are

summarized in Table 1.

The model of an effective dust fluid represents a critical case, providing but a first step towards a deeper

study of this important question: In what conditions may spin effects prevent the formation of singularities?

We expect that deviations from the critical case will give rise to a broader variety of dynamics and outcomes

of gravitational collapse, including the formation of black holes or naked singularities [151, 155, 156].
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Particular solution Parameters Possible behavior Other

LTB {M (r) , f (r)}

M (r) > 0 ∧ f (r) ≥ 0

The matter cloud will expand indefinitely.

IfM ′ (r) < 0, a
shell-crossing singularity may
form.

M (r) = 0 ∧ f (r) > 0

M (r) < 0 ∧ f (r) > 0

If Ṙ (τ0, r) ≥ 0, the matter cloud will expand
indefinitely.

If Ṙ (τ0, r) < 0, the matter cloud will
collapse, bounce with R (τ, r) ̸= 0 and
expand indefinitely.

Senovilla-Vera {β, γ}
γ > 0 ∧ β ≥ 0

The matter cloud will expand indefinitely.
γ < 0 ∧ γβ + r2 > 0

LRS Bianchi type I {b, c}

b < 0 ∧ c+ b < 0 The matter cloud will expand indefinitely.

b > 0 ∧ c+ b < 0

A singularity will form in finite time.
b < 0 ∧ c+ b > 0

Table 1: Evolution of an effective dust matter on various space-times, particular solutions of the Szekeres
metric. The space-times are assumed to verify the premises of Theorem 5.1 or Theorem 5.2. All unmentioned
possible initial data either lead to unphysical solutions or correspond to the trivial static case.
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Part III

Compact objects
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Chapter 6

Static compact objects in Einstein-Cartan

theory

6.1 Introduction

Compact objects, in particular neutron stars, represent one of richest environments to probe fundamental

physics due their extreme gravitational fields, densities and the state of the matter that composes them,

especially, at the core. The recent detection of gravitational waves due to the coalescing of two orbiting neutron

stars [157] opened a new window to study their tidal deformations, allowing the study of the properties of the

matter fields that compose this kind of objects. Nonetheless, the usage of neutron stars as a physics laboratory

is only possible if we have a deep knowledge of their properties. In particular, it is important to understand

how the intrinsic spin1 of the fermionic matter particles affects the behavior of such bodies.

In an astrophysical context, the effects of intrinsic spin were first considered when Chandrasekhar [158]

established the maximum mass an ideal white dwarf could hold due to the electron degeneracy pressure,

before it underwent continuous gravitational collapse (see also Ref. [159] for the rotating case). In the subse-

quent years, similar limits relying on the Pauli exclusion principle were proposed for other types of compact

objects, namely neutron stars, showing that the intrinsic spin of matter particles markedly influences astro-

physical objects (cf., e.g., Ref. [160]). Nevertheless, the way in which the presence of intrinsic spin affects the

properties of astrophysical bodies, remains largely unknown.

In an affine theory of gravity, the gravitational field is represented by the geometry of the space-time which

is, in turn, determined by the energy and momentum of the matter fields. Mathematically, all classical matter

properties are described by a stress-energy tensor that acts as a source in the field equations. Since spin can

be considered as an intrinsic angular momentum of the matter particles, one would expect that this property

could also be encoded in an stress-energy tensor. However, in GR it appears immediately clear that there is

1We should remark that here, and in the following, the word “spin” will be used exclusively to represent the quantum spin of the particles that source the
gravitational field equations. In no case the word spin will be associated to any form of rotation of the compact objects we will analyze.
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no obvious way to introduce the intrinsic spin in a way that is consistent with the conservation laws for the

total angular momentum. A way around this problem is to endow the space-time with additional geometrical

structure, providing extra degrees of freedom to model intrinsic spin and its relation with the gravitational field.

This is the fundamental idea behind the so-called Einstein-Cartan-Sciama-Kible theory of gravitation. In this

theory the connection is not imposed be symmetric so that, the anti-symmetric part of the connection defines

an extra tensor field: torsion. In this way, it is possible to impose a local Poincaré gauge symmetry on the

tangent space of each point of the manifold such that the matter intrinsic spin can be related with the torsion

tensor field. Indeed, theories of gravity with a non-symmetric connection (generically called Einstein-Cartan

theories) were proposed even before the discovery of intrinsic spin. Sciama and Kibble [23, 24] introduced

the idea of connecting the torsion tensor with the matter intrinsic angular momentum, paving the way to a

geometrized treatment of spin.

Early works on the ECSK theory focused on the effects of intrinsic spin in the evolution of gravitational

collapse and the possibility of avoidance of singularities [25–29, 92]. Only by the end of the 1970’s, solutions

for spherically symmetric space-times were found [34–36]. The solutions in Refs. [34–36] were obtained by

directly solving the field equations for the ECSK theory. Such approach, though, leads to great difficulties

in searching for exact solutions. In this thesis we will adopt a different method and consider the formalism

provided by the 1+1+2 space-time decomposition [39, 42–44]. As stated in Chapter 2, covariant space-time

decomposition approaches were initially devised to explore the properties of cosmological models and their

perturbations (see e.g. Ref. [37–48]) and only recently they have been employed to deal with space-times

of astrophysical interest [49–52]. In Ref. [51, 52], this approach was used to construct - in the context of

GR - a covariant version of the Tolman-Oppenheimer-Volkoff (TOV) equations. The new equations allowed to

pinpoint the mathematical nature of the problem of determining interior solutions for compact objects and, for

instance, the treatment of stars with anisotropic pressure.

In this chapter, we will derive exact solutions of the ECSK theory to model static compact objects permeated

by a perfect fluid with non-null spin degrees of freedom. These results will allow us to study how the presence

of intrinsic spin of matter and its coupling with the geometry of the space-time affects the possible solutions.

Moreover, by generalizing the TOV equations, we will be able to provide a set of algorithms to generate new

exact solutions, linking seemingly unrelated solutions.

6.2 The 1+1+2 formalism

As was studied in Chapter 2, given a Lorentzian manifold of dimension 4 and a congruence of time-like curves

with tangent vector u we can foliate the manifold in 3-hypersurfaces, V , orthogonal at each point to the curves

of the congruence, such that all quantities are defined by their behavior along the direction of u and in V ,
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through the introduction of the projector operator

hαβ = gαβ + uαuβ , (6.1)

where gαβ represents the components of the space-time metric in a coordinate system and uαuα = −1,

with properties defined in Eq. (2.39). This procedure defines the 1+3 space-time decomposition. The 1+1+2

formalism [39, 42–44] builds from the 1+3 decomposition by defining a congruence of spatial curves with

tangent vector field e such that any quantity in the sub-space V is defined by its behavior along e and in the

2-surfaces W . We shall refer to W as the “sheet”. We can then introduce a projector onto W by

Nαβ = hαβ − eαeβ , (6.2)

where eαeα = 1, and such that

Nαβ = Nβα , NαβN
βγ = Nγ

α ,

Nαβu
α = Nαβe

α = 0 , Nα
α = 2 .

(6.3)

Given the Levi-Civita volume form εαβγσ, Eq. (2.15), we can define the projected volume forms onto V
and W , respectively as2

εαβγ = εαβγσu
σ ,

εαβ = εαβγe
γ ,

(6.4)

with the following properties

εαβγ = ε[αβγ] , εαβ = ε[αβ] ,

εαβγu
γ = 0 , εαβu

α = εαβe
α = 0 ,

εαβγε
µνγ = hα

µhβ
ν − hβ

µhα
ν , εα

γεβγ = Nαβ ,

εµναε
µνβ = 2hβα , εαβγ = eαεβγ − eβεαγ + eγεαβ .

(6.5)

Then, using the results in Appendix C, the covariant derivatives of the tangent vectors u and e can be written

as

δαuβ = Nσ
αN

γ
β∇σuγ = Nαβ

(
1

3
θ − 1

2
Σ

)
+ Σαβ + εαβΩ ,

Dαuβ = hσαh
γ
β∇σuγ = δαuβ +

(
1

3
θ + Σ

)
eαeβ

+ 2Σ(αeβ) − εαλΩ
λeβ + eαεβλΩ

λ ,

∇αuβ = Dαuβ − uα (Aeβ +Aβ) ,

(6.6)

2For readability, we repeat the definition and some of the properties of the 3-volume form εαβγ , introduced back in Chapter 2, Eq. (2.40).
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and

δαeβ =
1

2
Nαβϕ+ ζαβ + εαβξ ,

Dαeβ =δαeβ + eαāβ ,

∇αeβ =Dαeβ − uααβ −Auαuβ +
(
1

3
θ + Σ

)
eαuβ+

+ (Σα − εασΩ
σ)uβ ,

(6.7)

where θ is the expansion scalar, Eq. (2.36), associated with the congruence to which u is tangent to andWαβ

is one of the components of the 1+3 decomposition of the torsion tensor, Eq. (2.44), orthogonal to u.

From Eqs. (6.6) and (6.7) we can write the kinematical quantities, Eq. (2.36), associated with the congru-

ences and their acceleration in terms of the 1+1+2 covariantly defined quantities. Namely,

σαβ = Σαβ + 2Σ(αeβ) + Σ

(
eαeβ −

1

2
Nαβ

)
+W⟨αβ⟩ ,

ωαβ = εαβγ (Ωe
γ + Ωγ) +W[αβ] ,

aα = ∇uuα = Aeα +Aα ,

(6.8)

represent, respectively, the shear, vorticity and acceleration tensors associated with the congruence to which

u is tangent to, and
ϕg = ϕ+ 2Sγµνe

γNµν ,

ζg αβ = ζαβ + 2Sγµνe
γNµ

⟨α|N
ν
|β⟩ ,

ξg αβ = εαβ (ξ + Sγµνe
γεµν) ,

(6.9)

represent, respectively, the expansion, shear and vorticity scalar, associated with the congruence to which e

is tangent to.

We shall also need to find the various contributions along u, e and onW of the stress-energy tensor Tαβ .
At this point we shall not assume Tαβ to have any symmetry. Hence,

Tαβ = µuαuβ + p hαβ + q1αuβ + uαq2β + παβ + εαβ
γmγ

= µuαuβ +Q1αuβ + uαQ2β +Q1 eαuβ +Q2 uαeβ +Π1αeβ + eαΠ2β+

+ pr eαeβ + p⊥Nαβ +Παβ + εαβM ,

(6.10)
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with
q1α = −hσαuγTσγ , µ = uσuγTσγ ,

q2α = −uσhγαTσγ , p =
1

3
hαβTαβ ,

Q1α = −Nσ
αu

γTσγ , pr = p+Π = eσeγTσγ ,

Q2α = −uσNγ
αTσγ , p⊥ = p− 1

2
Π =

1

2
NσγTσγ ,

Π1α = Nσ
αe

γTσγ , Q1 = −eσuγTσγ ,

Π2α = eσNγ
αTσγ , Q2 = −uσeγTσγ ,

παβ = hσ⟨αhβ⟩
γTσγ , Π =

1

3
Tαβ

(
2eαeβ −Nαβ

)
,

mαβ = hσ[αhβ]
γTσγ , M =

1

2
εµνTµν ,

Παβ = T{αβ} ,

(6.11)

where the angular and curly parentheses notation is defined in Eqs. (2.52) and (C.5). Moreover, the following

relations are useful

q1,2α = Q1,2α +Q1,2 eα ,

παβ = Παβ +Π

(
eαeβ −

1

2
Nαβ

)
+Π1(α eβ) +Π2(α eβ) .

(6.12)

Lastly, we will need to find the 1+1+2 decomposition of the Weyl tensor. Starting from the Eq. (2.45) and

using Eq. (2.49), the full 1+1+2 decomposition of the electric and magnetic components: Eαβ , Hαβ and

H̄αβ , is given by

Eαβ = E
(
eαeβ −

1

2
Nαβ

)
+ Eαeβ + eαĒβ + Eαβ + εαβE , (6.13)

Hαβ =
1

2
NαβH+ eαeβH +Hαeβ + eαHβ +Hαβ , (6.14)

H̄αβ =
1

2
NαβH̄+ eαeβH̄ + H̄αeβ + eαH̄β + H̄αβ , (6.15)
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with
E = Eµνe

µeν = −NµνEµν , Eα = Nα
µeνEµν ,

E =
1

2
εµνEµν , Ēα = eµNα

νEµν ,

H = NµνHµν , Eαβ = E{αβ} ,

H = eµeνHµν , Hα = Nα
µeνHµν ,

H̄ = NµνH̄µν , H̄α = Nα
µeνH̄µν ,

H̄ = eµeνH̄µν , Hαβ = H{αβ} ,

H̄αβ = H̄{αβ} .

(6.16)

6.3 Decomposition of the field equations

We are now in position to apply the 1+1+2 framework to study solutions of the ECSK theory, characterized by

the field equations (4.43) and (4.44):

Rαβ −
1

2
gαβR + Λgαβ = 8πTαβ , (6.17)

Sαβγ + 2gγ[αSβ]µ
µ = −8π∆αβγ , (6.18)

where Tαβ represents the canonical stress-energy tensor, ∆αβµ the intrinsic hypermomentum and we will

assume a null cosmological constant, Λ; and the conservation laws (4.45)

∇βTαβ = 2SαµνT νµ +
1

8π
(Sαµ

µR− SµνσRασµν) . (6.19)

We will consider that the source for the above field equations is an uncharged Weyssenhoff fluid [130].

The Weyssenhoff fluid provides a semi-classical description of a perfect fluid composed of fermions, such that

the fluid is characterized by its energy density, pressure and spin density. Its canonical stress-energy tensor

is given by

Tαβ = µuαuβ + p hαβ − (Aeµ +Aµ)Sµαuβ , (6.20)

where µ and p represent the energy density and pressure of the fluid, respectively.

Following Refs. [131, 132], the hypermomentum tensor for the Weyssenhoff spin fluid can be written, in

our conventions, as (5.12)

∆αβγ = − 1

8π
∆αβuγ , (6.21)

where u represents the proper 4-velocity of an element of volume of the fluid and the anti-symmetric spin
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density tensor, ∆αβ , verifies ∆αβuβ = 0. From Eq. (6.18) we find (5.14),

Sαβγ = ∆αβuγ , (6.22)

hence, comparing Eq. (6.22) with Eq. (2.43) we see that the Weyssenhoff fluid model implies that the tensors

S̄αβ , Wαβ and Xα, Eq. (2.44), are null and Sαβ = ∆αβ . In this way, the decomposition of the torsion

tensor will coincide with the decomposition of Sαβ . Taking into account that Sαβ ≡ S[αβ] we find

Sαβ = εαβτ + 2s[α eβ] , (6.23)

with

τ =
1

2
εµνSµν ,

sα = Nσ
αe

γSσγ .
(6.24)

6.3.1 The symmetries of the problem

We are interested in solutions of the ECSK theory that are static and locally rotationally symmetric (LRS).

Following Ref. [37], a space-time is said to be locally rotationally symmetric in a neighborhoodB (q) of a point

q, if there exists a non-discrete sub-group G of the Lorentz group in the tangent space of each q′ ∈ B (q)

which leaves u, the curvature tensor and their derivatives (up to third order) invariant. Assuming G to be one-

dimensional, we can set at each point the vector field e to have the same direction as an axis of symmetry.

Then, LRS implies that all covariantly defined space-like vectors must have the same direction of e — otherwise

they would not be invariant under G. Thus, the vector quantities {āβ, αβ, Σβ, Ωβ , Aβ} are null in such

space-times. Also the shear tensors of the congruences of curves associated with u and e projected onto the

sheet: Σαβ and ζαβ , must be null since, there can not be any preferred direction at the sheet3.

From the definition of LRS space-times, the Riemann curvature tensor must also be invariant under G

therefore, the vector components of the Weyl tensor
{
Eα, Ēα, Hα, H̄α

}
must also be identically null. Since

the Riemann tensor also depends on the torsion tensor, the latter must also be invariant under the action of

G. Therefore, from Eqs. (6.22) and (6.23), the tensor field sα, Eq. (6.24), must vanish. In light of this results

and taking into account Eq. (6.22) we also conclude that for an LRS space-time the intrinsic hypermomentum

tensor is simply given by

∆αβ = εαβδ , (6.25)

where δ = 1
2
εαβ∆αβ , with the constraint τ = δ.

Now, an LRS space-time is said to be of class I (LRS I) if the congruence of the curves associated with the

3It should be remarked here that, as shown in Eqs. (6.8) and (6.9), the presence of a generic torsion tensor field affects the definition of the kinematical quantities
[59, 83–85]. As such, in the presence of a general torsion, LRS implies that the geometric shear vector fields on the sheet: Σg αβ and ζg αβ , must be null and
not the quantities Σαβ and ζαβ . However, as mentioned in Appendix C, for a Weyssenhoff fluid those are equal hence, from here on we shall refer to Σαβ and
ζαβ as the shear tensors onto the sheet of the congruences associated with u and e, being implicit that we assume the Weyssenhoff model.
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vector field e — defined to have the same direction as the axis of symmetry — is hypersurface orthogonal. If

the congruence of curves associated with the vector field u is also hypersurface orthogonal, the space-time

is said to be LRS of class II (LRS II).4 From the results in Chapter 4, Eq. (4.6), for a torsion tensor given by

Eq. (6.22) we have that e will be hypersurface orthogonal if and only if

ξ = 0 , (6.26)

and that u will be hypersurface orthogonal if and only if

Ω = τ ,

sα = 0 ,
(6.27)

where we opted to highlight that sα will also be null from the imposition that the congruence of u is hypersurface

orthogonal.

Before proceeding we should point out the fact that sα = 0 has an interesting effect on the nature of

the Weyssenhoff fluid. Comparing Eq. (6.20) with Eq. (6.10) we conclude that for a Weyssenhoff fluid the

only non-null covariantly defined quantities in Eq. (6.11) are µ, p and q1α = − (Aeµ +Aµ)Sµα. Now,

since in an LRS space-time both Aα and sα are null, it implies that q1α = − (Aeµ +Aµ)Sµα = 0, that

is, the contributions of intrinsic spin in the Weyssenhoff fluid model for an LRS space-time, will not appear

in the canonical stress-energy tensor. From this result, one might (wrongly) conclude that torsion has no

role in the dynamics of the setup. In reality, torsion will still markedly influence the behavior of the matter

fields. Indeed, for instance, when comparing to space-times with null torsion, where LRS II space-times are

necessarily irrotational (cf., e.g., Ref. [37]), the presence of a non-null torsion of the form of Eq. (6.22) will

induce a non-null vorticity of the congruence of curves associated with u, Eq. (6.27). Thus, although in the

considered setup spin does not appear in the canonical stress-energy tensor, it will still markedly change the

geometry of the space-time.

An additional assumption we will consider is that the space-time is static. Now, a space-time is said to be

stationary if it admits the existence of a time-like Killing vector field ψ. If the congruence of time-like curves

associated with ψ are also hypersurface orthogonal the space-time is said to be static. Given that the choice

of the vector field u is arbitrary, we can write, at each point, ψ = C u, where C = C (xα) is a generic

non-null smooth function of the coordinates. The Killing equation Lψgαβ = 0 in presence of torsion can be

written as

∇(αψβ) + 2Sσ(αβ)ψ
σ = 0 , (6.28)

4Following Ref. [37], a space-time is said to be LRS II when it has locally rotational symmetry and the vector fields u and e are hypersurface orthogonal. Just
so happens, in space-times with null-torsion, an hypersurface orthogonal, time-like congruence has null vorticity (cf. Eq. (4.6)). As such, in the literature, LRS II
space-times are characterized and usually referred as space-times with locally rotational symmetry and vorticity free u and e vector fields. As was shown in Chapter 4
this is not the case for space-times with non-null torsion where an hypersurface orthogonal congruence does not have null vorticity. In this thesis, we will follow the
naming convention of Ref. [37]. This has at least one advantage: when comparing results with the null torsion case, we simply have to compare with the same
named class; for instance, static spherically symmetric space-times, with or without torsion, always fall in the category of static LRS II space-times.
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for any metric compatible affine connection. Assuming Eq. (6.22), contracting Eq. (6.28) with hαµh
β
ν and hαβ

we have

{θ, Σ, Σα, Σαβ} = 0 , (6.29)

and ua∂aC (xα) = 0. All is left now is to impose the condition that ψ is hypersurface orthogonal. However,

if u is hypersurface orthogonal, so is any ψ = C u. Hence, for the space-time to be static, Eqs. (6.27) must

hold.

Lastly, computing the quantities: Nα
µN

γ
ν u

βRαβγδu
δ, εµαβRαβγδu

δ and εµγuβRαβγδe
δ, we also find

that in the considered setup {
E, Eαβ, Hαβ, H̄αβ

}
= 0 . (6.30)

Therefore, gathering the previous results we find that stationary LRS I or LRS II space-times permeated by an

uncharged Weyssenhoff fluid are characterized by the following set of quantities {µ, p, ϕ, Ω, A, τ , E , H, H̄,
H, H̄}.

6.3.2 Structure equations

6.3.2.1 General 1+3 equations in the Einstein-Cartan-Sciama-Kibble theory for a torsion of

the form Sαβ
γ = Sαβu

γ

To find the structure equations for a Weyssenhoff fluid in the considered setup we have to find the various

non-trivial projections of the Ricci and Bianchi identities onto u, e andW . We cannot, however, stress enough

how much it simplifies the computation if we to start from the 1+3 structure equations derived in Chapter 2,

applied to the ECSK theory, instead of starting directly from the Ricci and Bianchi identities — Eqs. (2.10),

(2.12) and (2.13). Let us then find the 1+3 structure equations in the case of a space-time with a torsion

tensor field of the form Sαβ
γ = Sαβu

γ , in the context of the ECSK theory. From Eqs. (2.56) – (2.71) and

(6.17) – (6.19) we find:

The evolution equations for the kinematical quantities associated with u,

θ̇ =− 4π (µ+ 3p) + Λ−
(
1

3
θ2 + σαβσ

αβ + ωαβω
βα

)
+∇αa

α , (6.31)

hµ
αhν

βω̇αβ =− E[µν] +
1

2
εµνγm

γ − 2

3
θωµν − 2σ[µ

αωα|ν] +D[µaν] , (6.32)

hµ
αhν

βσ̇αβ =− E(µν) + 4π (πµν) +D⟨µaν⟩+

+ a⟨µaν⟩ −
2

3
σµνθ − σ⟨µ|

δσδ|ν⟩ − ω⟨µ|
δωδ|ν⟩,

(6.33)

80



and the constraint equations,

εµνρDµωνρ + εµνρaρωνµ = Hρ
ρ + εµνρaρSνµ , (6.34)

εαβ⟨µ|Dα

(
σβ

|ν⟩ + ωβ
|ν⟩)+ εαβ⟨µaν⟩ωβα = H⟨µν⟩ − εαβ⟨µaν⟩Sαβ , (6.35)

2

3
Dαθ −Dµ (σα

µ + ωα
µ)− 2aµωαµ = 8πq1α + 2aµSµα ; (6.36)

The evolution equations for the electric and magnetic parts of the Weyl tensor,

Eα
µ (σµβ + ωµβ)− hαµhβνĖ

µν − Eαβθ+

+εµβ
ν
(
DνH̄

µ
α + aνH̄

µ
α

)
+ εµαδa

δHµβ+

+εα
δµεβ

λνEνµ (σλδ + ωλδ) =
4π

3
hαβµ̇+ 4πhαµhβν π̇

µν + 4πεαβ
γṁγ+

+ 4π (q1αaβ + aαq2β) + 4πDαq2β+

+ 4π

(
1

3
hαδθ + σαδ + ωαδ

)
×

×
[
hδβ (µ+ p) + πδβ + εδβγm

γ
]
,

(6.37)

H̄µ
µ

(
1

3
hαβθ − σαβ

)
+ 2H̄µ

(ασ β)µ − hαβH̄µνσµν+

+
[
2aµEν

(α| +DµEν
(α|] ε|β)νµ − hµ(αhβ)νḢµν+

+Hµ(α| (σµ|β) + ωµ
|β))− 1

3

(
2Hαβ + H̄αβ

)
θ = 4πεγ

δ(α|Dδπ
|β)γ+

+ 4πD(αmβ) − 4πhαβDδm
δ ,
(6.38)

and the constraint equations,

DβEα
β + εβγδH̄βα

(
ωδγ −

1

2
Sδγ

)
+

+(σδν + ωδν) ε
νβγhαβHγ

δ =4πDαp+
8π

3
Dαµ+ 4π

[
πα

β − εβαγm
γ
]
aβ+

+ 4π (q2λ + q1λ)

(
σα

λ + ωα
λ +

1

3
hα

λθ

)
+

+ 4πhα
γ q̇1γ + 4π (µ+ p) aα − 4πSαγq

γ
2 ,

(6.39)
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4ε(α|β
γEβ|δ)ωδγ + 2εαβ

γEβδσδγ−

−2DγH
γ
α +

2

3
εαβδE

βδθ =− 8πεαγδ
[
Dδqγ1 + ωδγ (µ+ p)

]
−

− 8πεαγδ
(
πγβ + εγβνm

ν
) (
σδβ + ωδβ

)
−

− 16π

3
θmα −

8π

3
εµναSµν

(
µ+ 3p− Λ

4π

)
+

+ 8πεµνγSµν (πγα + εγανm
ν)− 2εσνγSσνEγα ,

(6.40)

Hα
β − H̄α

β + 4πεα
µβ (q1µ − q2µ) =− 1

2
εα

µνDβSνµ −
1

2
εα

µνaβSνµ+

+ εαµνa
νSµβ + εαµ

νDνS
βµ ;

(6.41)

The equations that characterize the torsion tensor,

4π (qα2 − qα1 ) =Sγ
αaγ , (6.42)

16πmα =− εασρ

(
Sρσθ + Ṡρσ

)
; (6.43)

and the conservation of energy and momentum,

µ̇+ θ (µ+ p) + 2qα1 aα +Dαq
α
2 + παβσαβ + εαβγmγωβα = 0, (6.44)

hα
β [∇βp+ q̇1β +∇σπβ

σ + εβ
σγ (Dσmγ −mσaγ)] +

+ (µ+ p) aα + θ
(
q1α +

q2α
3

)
+ qβ2 (σβα + ωβα) = − 1

8π

(
H̄α

ρSγδεργδ
)
− Sα

βq2β .

(6.45)

Let us briefly discuss some of the results that can be inferred directly from this set of structure equations. From

Eq. (6.42) we see that although the heat flow components q1 and q2 might be different, in the considered

setup we have qβ1 aβ = qβ2 aβ . This result is consistent with the stress-energy tensor for the Weyssenhoff fluid

model, Eq. (6.20), where q2 is null and, indeed, the contraction of qβ1 aβ also vanishes identically. On the other

hand, relating the torsion component Sαβ with the intrinsic spin of the matter field, Eq. (6.43) represents the

conservation law for the spin density [86, 89, 132].

Incidentally, this form of the structure equations allows us to easily compare them with the results in the

literature and test their validity. Setting the torsion terms in Eqs. (6.31) – (6.45) to zero and imposing the

stress-energy tensor to be symmetric, such that mα = 0 and q1α = q2α, we recover the expressions for

the structure equations for GR [38, 40]. On the other hand, we see that our results differ from the ones in

Ref. [161]. In this reference the authors failed to realize that in the presence of torsion, the Weyl tensor is

characterized by three tensors, namely, the “magnetic” part of the Weyl tensor is described by two distinct
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tensors; moreover, it is quite surprising that the authors did not verify that the “electric” and “magnetic” parts

of the Weyl tensor did not carry all the usual symmetries found in space-times with null torsion.

6.3.2.2 Propagation and constraint equations

We are now in position to find the structure equations for a stationary, locally rotationally symmetric space-

time filled by a Weyssenhoff fluid in the case where the congruence of space-like curves associated with e are

hypersurface orthogonal, that is, in the case when ξ = 0. The non-trivial, independent propagation equations

are5

p̂+A (µ+ p) = − 1

4π
τH̄ , (6.46)

Â+A (A+ ϕ) + 2Ω2 = 4π (µ+ 3p) , (6.47)

ϕ̂+
1

2
ϕ2 + E = −16π

3
µ , (6.48)

Ê +
3

2
Eϕ+ ΩH+ 2 (τ − Ω) H̄ =

8π

3
µ̂ , (6.49)

Ĥ − 1

2
ϕ (H− 2H) + E (3Ω− 2τ) = −8πΩ (µ+ p) +

8π

3
τ (µ+ 3p) , (6.50)

2Ω̂ + Ωϕ = H , (6.51)

and the constraint equations

E +Aϕ+ 2Ω2 =
8π

3
(µ+ 3p) , (6.52)

2A (Ω− τ)− Ωϕ+H = 0 , (6.53)

Ω (ϕ− 2A) + H̄ = 0 , (6.54)

H+ H̄+ 2H̄ = 0 , (6.55)

where we have used the notation F̂ ≡ eα∇αF , for a scalar field F .

Let us discuss the cases when the congruence associated with u is either hypersurface orthogonal or not,

separately. Consider the cases when Ω ̸= τ . In such cases we find from Eqs. (6.46) – (6.55) the following

relation between Ω and τ

(ϕ−A) (τ − Ω) + τ̂ − Ω̂ = 0 , (6.56)

leading us to conclude that the difference between τ and Ω can be uniquely described by the behavior of the

variables ϕ and A. Notice that, if at an initial instant Ω and τ are different then, unless the term ϕ − A

diverges, there will be no point in which they are equal. Conversely, if Ω = τ at a point these two quantities

5Equations (6.46) – (6.55) were derived as follows: equation (6.46) from the momentum conservation (6.45); equation (6.47) from the Raychaudhuri equa-
tion (6.31); equation (6.48) from the contraction eαNβγRαβγ

ρeρ; equation (6.49) from (6.39); equation (6.50) from (6.40); equations (6.51) and (6.53) from
(6.34); equation (6.52) from (6.33); equations (6.54) and (6.55) follow from (6.41).
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will be equal at any point.

The relations Ω = τ or Eq. (6.56), for stationary LRS II or LRS I space-times, respectively, have the

advantage of not depending directly on the magnetic components of the Weyl tensor and they can replace one

of Eqs. (6.46) – (6.55). As we shall see, it is useful to remove Eq. (6.50).

Finally, to close the system we will need an equation of state that relates the pressure of the fluid with

its energy density: p = p (µ); and an equation that relates the energy density of the fluid with the intrinsic

hypermomentum: δ = δ (p(µ), µ).

6.4 Generalized TOV equation for stationary LRS I and LRS II

space-times

With the full set of structure equations we are finally in position to make the derivation of the generalized TOV

equations. Let us start by introducing the scalar function

K =
8π

3
µ− E +

1

4
ϕ2 − 3Ω2 + 2Ωτ , (6.57)

with the following property

K̂ = −ϕK , (6.58)

found from the structure equations. Equation (6.57) generalizes the expressions in Refs. [43, 162].6 Moreover,

following from the fact that the Gauss equation is unchanged by the presence of torsion, Eq. (3.26), we show

in Appendix (C.2) that, in the cases where the vector fields u and e are hypersurface orthogonal, the quantity

K represents the Gaussian curvature of the 2-sheet orthogonal to both u and e.

Now, following the treatment in Refs. [51, 52], without loss of generality, let us re-parameterize the integral

curves of e using, in general, a non-affine parameter ρ, such that for an arbitrary scalar field F

F̂ = ϕF,ρ . (6.59)

In particular we have

K,ρ = −K . (6.60)

6Notice that in Ref. [162] there is a small typographic error.
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Introducing the following set of variables

X =
ϕ,ρ
ϕ
, B1 =

H
ϕ2
, M = 8π

µ

ϕ2
,

Y =
A
ϕ
, B2 =

H̄
ϕ2
, P = 8π

p

ϕ2
,

E =
E
ϕ2
, D1 =

H
ϕ2
, ∆ =

δ

ϕ
,

T =
τ

ϕ
, D2 =

H̄
ϕ2
,

W =
Ω

ϕ
, K =

K

ϕ2
,

(6.61)

we can re-write Eqs. (6.46) – (6.55) as

2Y,ρ + 2Y (X+ Y+ 1) = M+ 3P − 4W2 , (6.62)

K,ρ +K (2X+ 1) = 0 , (6.63)

P,ρ + P (2X+ Y) + YM = 2TW (X+ Y) + 2TW,ρ , (6.64)

2W,ρ +W (2X+ 1) = B1 , (6.65)

with the constraints

M+ 3P − 3Y− 3E− 6W2 = 0 , (6.66)

2M+ 2X+ 2P − 2Y− 4W2 + 1 = 0 , (6.67)

4Y+ 4W (2T−W)− 4P − 4K + 1 = 0 , (6.68)

D1 +W (2Y− 1)− 2YT = 0 , (6.69)

B2 +W (1− 2Y) = 0 , (6.70)

B1 + B2 + 2D2 = 0 , (6.71)

T = ∆ , (6.72)

and, depending on whether we are considering stationary LRS I or LRS II space-times, we have the extra

equation W,ρ − T,ρ = (1− Y+ X) (T−W) , if LRS I,

W = T , if LRS II.
(6.73)

The system is closed provided and equation of state such that P = P (M) and a relation such that ∆ =

∆(P(M),M).
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Now, using Eqs. (6.67) and (6.68) to eliminate X and Y in Eqs. (6.64) and (6.73) we find

P,ρ = −P2 + P
[
7

4
− 3K +W (8∆− 7W)

]
+

+ 2∆
[
(2K − 1)W− 4W2 (∆−W) +W,ρ

]
+

+M
(
1

4
−K + P −W2

)
,

K,ρ = −2K
(
3W2 − 2∆W+K −M− 1

4

)
,

P = P (M) ,

∆ = ∆(P(M),M) ,

(6.74)

and W,ρ −∆,ρ =
1

2
(∆−W)

(
1− 2M− 2P + 4W2

)
, if LRS I

W = ∆ , if LRS II
(6.75)

which represent the covariant TOV equations. The system is completed by the extra relations:

K − 1

4
+ P +W (W− 2∆) = Y , (6.76)

K − 3

4
−M+W (3W− 2∆) = X , (6.77)

M+W (6∆− 9W)− 3

(
K − 1

4

)
= 3E , (6.78)

2W,ρ +W
(
2K − 2M− 4∆W+ 6W2 − 1

2

)
= B1 , (6.79)

W
(
2K + 2P − 4∆W+ 2W2 − 3

2

)
= B2 , (6.80)

B1 + B2 + 2D2 = 0 , (6.81)

W
(
6∆W− 2W2 − 4∆2 + 1

)
+ 2 (∆−W)

(
K + P − 1

4

)
= D1 . (6.82)

6.4.1 The static case

The full set of Eqs. (6.74) – (6.82) completely describe the geometry of a stationary LRS I or LRS II space-time

filled by an Weyssenhoff fluid. Let us now consider the particular cases when the space-time is static, that is

the case when W = T =∆.
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Introducing the following quantities
M = M−∆2 ,

P = P −∆2 ,

E = E+
2

3
∆2 ,

(6.83)

Eqs. (6.74) are given by

P,ρ = −P2 + P

[
M + 1− 3

(
K − 1

4

)]
− M

(
K − 1

4

)
, (6.84)

K,ρ = −2K
(
K − 1

4
− M

)
. (6.85)

Y = K − 1

4
+ P , (6.86)

X = K − 3

4
− M , (6.87)

3E = M − 3

(
K − 1

4

)
, (6.88)

which match exactly the expressions found in the theory of General Relativity (cf. Ref. [51]) for an effective

energy density and pressure and the corrected electric part of the Weyl tensor: M ,P and E . Note that the

extra constraints for the magnetic components of the Weyl tensor

2∆,ρ + 2∆

(
K − M − 1

4

)
= B1 , (6.89)

B2 +∆

[
1− 2P − 2

(
K − 1

4

)]
= 0 , (6.90)

B1 + B2 + 2D2 = 0 , (6.91)

D1 = ∆ , (6.92)

imply that the geometry of the space-time is fundamentally different from the corresponding one in GR.

Nonetheless, the fact that Eqs. (6.84) – (6.88) have the same form for the corrected quantities in Eq. (6.83)

lead us to the notable result:

Proposition 6.1. At the level of the metric, all static, locally rotationally symmetric of class II solutions of

the theory of General Relativity for a perfect fluid with stress-energy tensor
(
T GR

)
αβ

= µuαuβ + phαβ ,

are also solutions of Einstein-Cartan-Sciama-Kibble theory sourced by a Weyssenhoff fluid with stress-energy

tensor
(
T EC

)
αβ

=
(
µ+ δ2

8π

)
uαuβ +

(
p+ δ2

8π

)
hαβ .

It is important to stress that, because of the nature of the corrections in Eq. (6.83), solutions which

are unacceptable in GR due, for example, to negative energy densities or pressure, might still correspond to

physically acceptable ones in the ECSK case.
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In the remaining of this chapter we will consider the case of static spherically symmetric space-times,

hence, we will study solutions of Eqs. (6.83) – (6.92).

6.5 1+1+2 junction of static LRS II space-times with torsion

To apply the generalized TOV equations of the previous section to find and study exact solutions suitable to

model astrophysical objects, we will need to impose boundary conditions. These will be provided by the junction

formalism studied in Chapter 3. Let us then express conditions (3.52) – (3.54) covariantly in the specific case

of two static LRS II space-times endowed with a torsion tensor field of the form Sαβ
γ = εαβu

γτ , where τ is

a generic function of the space-time coordinates.

In what follows we will be interested in the case when the interior and exterior space-times are to be

smoothly matched at a time-like hypersurface, S , orthogonal to the vector field e. Then, condition (3.52)

reads

[Nαβ − uαuβ]± = 0 , (6.93)

where Nαβ verifies Eq. (6.3). Using Eq. (6.7), in the considered setup, Eq. (3.53) is simply[
1

2
ϕNαβ −Auαuβ

]
±
= 0 , (6.94)

which, contracting with the induced metric at S and using Eq. (6.93), gives

[ϕ+A]± = 0 . (6.95)

From Eqs. (6.93) – (6.95) we find that at the matching surface the following constraints have to be met

[ϕ]± = 0 , (6.96)

[A]± = 0 , (6.97)

implying, for ϕ ̸= 0,

[Y]± = 0 . (6.98)

Given that e is continuous across S , we can integrate Eq. (6.60), finding K = k0e
−ρ. Using Eq. (6.61) and

(6.96) we have

[K]± = 0 . (6.99)

Using the previous results in Eq. (6.86) we arrive at

[
8πp− δ2

]
± = 0 . (6.100)
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Finally, for the specific type of torsion that we consider in this chapter, condition (3.54) imposes

[δ]± = 0 , (6.101)

then, from Eq. (6.100),

[p]± = 0 . (6.102)

We have then found that for a smooth matching between two static LRS II space-times endowed with a

torsion tensor field of the form Sαβ
γ = εαβu

γτ , both the pressure of the fluid and the intrinsic spin density,

as seen from each space-time, must match at S .

6.6 Exact solutions for static LRS II space-times

Given the set of structure equations (6.83) – (6.92) that describe the behavior of a static, LRS II space-time

permeated with a Weyssenhoff fluid, let us now find and study some exact solutions.

As was stated before, the system of structure equations is not closed until an equation of state and an

expression for the spin density are provided. Let us then consider some particular relations for the pressure,

energy and spin densities of the fluid in order to gain some insight into the behavior of compact objects in a

fully relativistic theory with non-null intrinsic spin.

For the remaining of the chapter we will consider only the particular case of spherically symmetric space-

times. Moreover, in what follows we will refer to static, spherically symmetric compact objects as “stars”.

Although this is an abuse of language, it is also a trend in the literature since such systems are expected to

be a good model for slowly varying astrophysical bodies.

6.6.1 Effective constant energy-density and the Buchdahl limit

We start by considering the case of a system where the effective energy density is assumed to be constant,

that is

8πµ− δ2 = µ̃0 , (6.103)

where µ̃0 ∈ R. Notice that, contrary to the case of null torsion, the above assumption does not have to imply

that the energy density, µ, is constant.

Using Eqs. (6.58) and (6.59) we have

K (ρ) =
e−ρ

r20
, (6.104)
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where r0 is an integration constant. Eq. (6.104) then yields

M (ρ) = µ̃0r
2
0e
ρK (ρ) . (6.105)

Eq. (6.105) allows us to solve Eq. (6.85), finding

K (ρ) =
3

12− 4µ̃0r20 e
ρ + 3K0e

− ρ
2

, (6.106)

whereK0 is yet another integration constant. SettingK0 = 0 to avoid a conical singularity at ρ→ −∞ [66],

the structure equations yield

p (ρ)− δ (ρ)2

8π
= −

µ̃0

(
P0 + 3

√
3− µ̃0r20e

ρ
)

24π
(
P0 +

√
3− µ̃0r20e

ρ
) , (6.107)

A (ρ) = − µ̃0r0e
ρ
2

√
3
(
P0 +

√
3− µ̃0r20e

ρ
) , (6.108)

ϕ (ρ) =
2

r0
√
3
e−

ρ
2

√
3− µ̃0r20e

ρ , (6.109)

E = −2

3
δ2 , (6.110)

where we have chosen the direction of e so that ϕ is positive, and the value of the integration constant P0 is

to be determined by the boundary conditions.

Let us now assume that relations (6.103) - (6.110) describe the interior of a compact object matched at

a boundary S to an exterior space-time modeled by the Schwarzschild vacuum solution. From Eqs. (6.101)

and (6.102) we find that the quantity in Eq. (6.107) must be zero at the boundary. Setting, without loss of

generality, the matching hypersurface to be at ρ = 0, we find

P0 = −3
√
3− µ̃0r20 . (6.111)

The matching conditions, Eqs. (6.96) and (6.99), imply that interior and exterior observers agree on the value

of circumferential radius of S , say r0, and the Schwarzschild parameter,M , is given by

M =
µ̃0r

3
0

6
. (6.112)

Moreover, from condition (6.101) we find that the spin density must go to zero at the matching surface, that

is, δ (ρ = 0) = 0.

Given the previous results, we are now in position to study some effects arising from the presence of

intrinsic spin in compact objects. In the remaining of this subsection, for clarity, we shall write the results in
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terms of the circumferential radius r. Using the fact that, in the considered setup, the quantityK, Eq. (6.57),

represents the Gaussian curvature of the 2-sheet, we have that the parameter ρ and r are related by

ρ = 2 ln
(
r

r0

)
, (6.113)

where we have set the value of the arbitrary scaling factor to be r0.

Now, defining the central pressure pc := p (ρ→ −∞), from Eqs. (6.107) and (6.111), we have

pc = −
µc

(
1−

√
1− 2M

r0

)
1− 3

√
1− 2M

r0

+
δ2c

(
1− 2

√
1− 2M

r0

)
4π
(
1− 3

√
1− 2M

r0

) , (6.114)

where µc ≡ µ (ρ→ −∞) and δc ≡ δ (ρ→ −∞). If we compared directly the above expression to a

similar system in GR, we would see that the second term on the RHS of Eq. (6.114) represents an explicit

contribution due to the presence of intrinsic spin. However, there is a subtlety: Eq. (6.112) indicates that

the presence of spin also modifies the matching radius r0 and the value of the Schwarzschild parameterM ,

making it difficult to draw conclusions only on (6.114).

A clearer idea of the differences between our case and GR can be obtained by computing the maximum

mass that can be held by a star with constant radius. Considering Eq. (6.103) and if neither the densities µc
and δc diverge, the central pressure in Eq. (6.114) will go to infinity when r0 = 9

4
M or, using Eq. (6.112),

when

Mmax =
4

9
√
3π

(
µ− δ2

8π

)− 1
2

. (6.115)

This results makes it clear that, when compared to a system with the same energy density µ in GR, the

presence of intrinsic spin increases the maximum allowed mass.

In analogy with the calculation of the Buchdahl limit in GR we can generalize this discussion to non-

constant corrected energy density. Consider the quantity µ̃ := 8πµ − δ2 and assume it to be non-negative

and dµ̃/dr ≤ 0, for r ∈ [0, r0]. Following the same reasoning of Ref. [1] (see Appendix (C.3) for the

derivation) we can find an upper limit for the amount of mass a star with constant radius can hold:

m (r0)

r0
≤ 4

9
, (6.116)

with

m (r0) =
1

2

∫ r0

0

µ̃ (r) r2dr . (6.117)

At first sight, the expression in Eq. (6.116) matches the one found by Buchdahl [1] for GR. However, there

is a correction due to the presence of spin in the function m (r0), Eq. (6.117), leading us to conclude that

for the same value of the circumferential radius, r0, a star can hold more matter in the presence of intrinsic
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spin than in the null-spin case. It is also worth mentioning that the quantity m (r0) agrees with the value of

the Schwarzschild parameter of the exterior space-time, therefore, the gravitational mass of such objects is

determined not only by the energy density, µ, but also by the spin density, δ, which was expected because of

the specific way in which intrinsic spin gravitates in the considered setup.

As a final comment, although a priori there is nothing that forces δ2 to be smaller than 8πµ, it is expected

that in stars, even neutron stars, δ2 ≪ µ (see Refs. [29, 163]), hence, µ̃ ≥ 0, as was assumed in the

derivation of Eq. (6.116). On the other hand, the requirement that dµ̃/dr ≤ 0 might not be as physically

reasonable as in the case of GR since, as we will see bellow, the presence of intrinsic spin allows for a richer

possible behavior for the matter variables.

6.6.2 Spin held stars

In the previous subsection we have considered a classical model for a relativistic star which is similar to the

simplest model for this type of objects in GR. However, the presence of intrinsic spin allows for solutions which

are not contemplated in the Einstein’s theory. The prototype of such objects is a star which is supported only

by the gravitation of the spin of the Weyssenhoff fluid. In the remaining of the subsection, we will analyze this

case and prove the following result

Proposition 6.2. There are no static, spherically symmetric solutions of the Einstein-Cartan-Sciama-Kibble

theory sourced by a Weyssenhoff fluid with null isotropic pressure that have all the following properties

(i) δ (r) is non-null for r ∈ [0, r0[ and δ (r0) = 0, for some r0 > 0;

(ii) δ2 (r) is a monotonically decreasing function for all r ∈ [0, r0];

(iii) the spin and energy density functions: δ (r) and µ (r), are at least of class C1 and the functionA (r)

is differentiable for all r ∈ [0, r0];

(iv) the functionM (r) := 1
2

∫ r
0
[8π µ (r)− δ2 (r)]x2dx is such that 2M (r) < r, for all r ∈ ]0, r0].

To prove Proposition 6.2 we will consider first the behavior of the quantities of interest in a neighborhood

of the center, r = 0, and then on the boundary of the star. In doing so, in order to make the reasoning

more intuitive, we shall consider here that the integral curves of the vector field e are parameterized by the

circumferential radius r.

Defining the quantities
µ̃ (r) = 8π µ (r)− δ2 (r) ,

p̃ (r) = 8π p (r)− δ2 (r) ,
(6.118)
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we then find from the structure equations

r

2
ϕ (r) p̃,r = −A (µ̃+ p̃) , (6.119)

r

2
ϕ (r)A,r +A2 +Aϕ =

1

2
(µ̃+ 3p̃) , (6.120)

p̃ = Aϕ−K +
1

4
ϕ2 , (6.121)

with

K (r) =
1

r2
, (6.122)

ϕ (r) =
2

r

√
1− 2M (r)

r
, (6.123)

and

M (r) =
1

2

∫ r

0

µ̃ (x)x2dx , (6.124)

where, without loss of generality, we chose the direction of e so that ϕ (r) is non-negative. Moreover, from

Eqs. (6.121) and (6.123), we find the useful relation

Aϕ =
2M (r)

r3
+ p̃ . (6.125)

We will consider now the case of a static, spherically symmetric compact object held entirely by intrinsic

spin, that is, the case when p (r) = 0 and p̃ (r) = −δ2 (r), smoothly matched to an exterior space-time

modeled by a vacuum solution of the ECSK field equations. Moreover, we will assume that for r > 0,

2M (r) < r, otherwise the scalar ϕ (r) would take complex values.

6.6.2.1 Behavior at the center

Assuming that the functions µ (r), δ2 (r) ∈ C1 we can write in a small enough neighborhood of r = 0:

µ (r) = µ (0) + µ,r (0) r ,

δ2 (r) = δ2 (0) +
(
δ2
)
,r
(0) r ,

(6.126)

where comma represents partial — or total — derivative with respect to the variable in front. From Eqs. (6.126),

we find that in a small enough neighborhood of r = 0, the mass function (6.124) is described by

2M (r) =
µ̃ (0)

3
r3 +

1

4
(µ̃,r (0)) r

4 . (6.127)

In particular, we find thatM (r) goes to zero at least as fast as r3.
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Now, Eqs. (6.119) and (6.125) yield

2

r

(
1− 2M (r)

r

)
dδ2

dr
=

(
2M (r)

r3
− δ2

)(
µ̃− δ2

)
. (6.128)

In a region where r ∈ [0, ϵ[, with ϵ≪ 1, the RHS of this equation takes values in R, therefore

(
δ2
)
,r
(0) = 0 . (6.129)

Repeating the same reasoning in Eq. (6.125) we find that

A (0) = 0 . (6.130)

Let us now assume that there exists an ra > 0 where for r ∈ ]0, ra[, A (r) > 0. From Eq. (6.119)

we will find that in this region µ̃ + p̃ ≤ 0 which implies that µ̃ + 3p̃ < 0. Then, from Eq. (6.120) we find

that A,r (r) < 0, for all r ∈ ]0, ra[. This, however, violates the initial hypothesis since, A (0) = 0 and we

assume that A (r) > 0, for r ∈ ]0, ra[, that is, A,r (r) would have to be positive for some r ∈ [0, ra[ .

Another possibility is that for a region r ∈ [0, ra], A (r) = 0 and for r ∈ ]ra, rc] with rc > ra,

A (r) > 0. If this were the case, since for r ∈ ]ra, rc], A (r) > 0 , there would exist a value rb ∈ ]ra, rc]

such that A,r (rb) > 0. Using this in Eq. (6.120), at r = rb we find

µ̃+ 3p̃ > 0 ⇒ µ̃+ p̃ > 0 , (6.131)

but from Eq. (6.119) and imposing that (δ2),r ≤ 0 we find that: µ̃+ p̃|r=rb ≤ 0, contradicting (6.131).

Another possibility is that A (r) = 0, for all r ∈ [0, r0]. From Eqs. (6.119) and (6.120) this simply

represents a vacuum solution as such it does not represent a solution for a compact object.

Gathering this results we conclude that there exists an rd > 0 such that in the region [0, rd[, A (r) ≤ 0

and it must take negative values in some sub-region.

6.6.2.2 Behavior at the boundary

Let us now define the boundary of the compact object as the hypersurface at which the spin density goes to

zero, that is, δ2 (r0) = 0. In such hypersurface we have three possible behaviors for the function A:

(i) A (r0) < 0;

(ii) A (r0) > 0;

(iii) A (r0) = 0.

Let us consider each case separately.
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(i) The case A (r0) < 0

From Eq. (6.125) we have that at r = r0

Aϕ|r=r0 =
2M (r0)

r30
< 0 . (6.132)

Therefore, from Eq. (6.124) there exists a region ]rf , rg[ where

µ̃ (r) < 0 , (6.133)

then µ̃+ p̃ < 0, in that region. From Eq. (6.119), to guarantee that the intrinsic spin density is a monotonically

decreasing function of r, we find that A (r) ≥ 0, for r ∈ ]rf , rg[. So, either A (r) = 0 ∧ A,r (r) = 0

for all r ∈ ]rf , rg[, that is, the function A (r) takes the value zero and stays zero for all r ∈ ]rf , rg[; or

A (r) > 0 for some r ∈ ]rf , rg[. The former case is not possible: from Eq. (6.120), µ̃ (r) + 3p̃ (r) = 0,

hence, µ̃ (r) ≥ 0, for all r ∈ ]rf , rg[, which contradicts the inequality (6.133). As for the latter — the case

whenA (r) > 0, for some r ∈ ]rf , rg[ — in the previous sub-section it was shown that for some sub-region of

[0, rd[, A (r) ≤ 0, therefore the region ]rf , rg[ cannot be a sub-region of [0, rd[. With this said, since A (r)

is a differentiable function, there exists a region with, say, r = re < r0, where A (re) > 0 ∧ A,r (re) > 0.

Then, from Eq. (6.120)

µ̃+ 3p̃|r=re > 0 ⇒ µ̃+ p̃|r=re > 0 . (6.134)

However, substituting this results in Eq. (6.119) we find: (δ2),r (re) > 0, which contradicts the assumption

that the spin density is a monotonically decreasing function.

(ii) The case A (r0) > 0

For the case whenA (r0) > 0, we can simply repeat the proof in the previous sub-subsection and conclude

in the same way that the assumptions are violated in a region. We just remark that the point with radial

coordinate r = re, in the proof, can always be chosen such that re < r0 since, for whatever the value of

A (r0) > 0, there is a point where 0 < A (r < r0) < A (r0).

(iii) The case A (r0) = 0

In this the case when A (r0) = 0 we have, from Eq. (6.125) that

M (r0) = 0 . (6.135)

From this we have three possibilities:

(a) µ̃ (r) = 0, for r ∈ [0, ra];

(b) µ̃ (r) < 0, for r ∈ ]0, ra];
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(c) µ̃ (r) > 0, for r ∈ ]0, ra];

for some ra > 0.

Let us consider each case individually.

(a) In the case when µ̃ (r) = 0, for r ∈ [0, ra] we have from Eq. (6.125) that A (r) < 0. However,

using this result in (6.119) we see that it implies that the spin density is an increasing function of r, violating

the hypothesis.

(b) In the case when the corrected energy density is such that µ̃ (r) < 0, for r ∈ ]0, ra], from (6.124) we

have that the mass function is negative, in this region. From Eq. (6.125) we than conclude that A (r) < 0,

r ∈ ]0, ra]. However, going back to Eq. (6.119) we find that the spin density is an increasing function of r,

violating the hypothesis.

(c) Finally, consider the case when µ̃ (r) > 0, for r ∈ ]0, ra]. From (6.124), this implies that the mass

function is positive in this region. Since Eq. (6.135) must be verified, there must be a region where µ̃ (r) < 0.

We can then repeat the arguments of the case A (r0) < 0, which lead to the conclusion that the hypothesis

would be violated in some region inside the star.

Gathering the previous results we have proven the result in Proposition 6.2.

We end this Section by remarking that if instead of imposing p̃ = −δ2 we only imposed that p < δ2, that

is, the thermodynamical pressure is always smaller than the correction due to the spin density, then all the

previous results are valid if p̃,r ≥ 0. Notice, however, that in this scenario this condition, simply measures

the gradient of the quantity 8πp− δ2.

6.6.3 Reconstructing exact solutions

As in the case of the theory of General Relativity, when torsion is present it is possible to use the covariant

TOV equations to generate exact solutions via reconstruction algorithms [51, 52]. The idea is to assign a given

metric tensor and deduce the corresponding behavior of the energy density, pressure and spin density.

Analyzing Eqs. (6.62) – (6.63) and using Eqs. (6.66) and (6.68), shows that differently from the case of

anisotropic compact objects in General Relativity [52], the structure equations cannot be solved for the spin

density. This implies that the reconstruction algorithm can only be used if an additional relation is provided,

either relating the spin density to the other matter variables or an equation of state for matter.

In the following we will show some applications of this algorithms which return some interesting solutions

from a physical point of view.

6.6.3.1 Connecting the spin density to the energy density: “Buchdhal stars”

A natural additional relation is to have the intrinsic spin density to be proportional to the energy density of the

Weyssenhoff fluid. In this case, however, the junction conditions that we have derived in Section 6.5 pose the

problem to have both the energy density and the pressure to be zero at the boundary. A class of solutions
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which are devised to have exactly this property was given by Buchdhal [164]. We will now reconstruct this

solutions in the case of Eqs. (6.84) – (6.88).

Consider a spherically symmetric space-time characterized by the line element

ds2 = −A (w) dt2 +B (w) dw2 + C (w)
(
dθ2 + sin2 θ dφ2

)
, (6.136)

where

η (w) =
(a− 1) sin (Rw)

Rw
, A (w) =

a (1 + a− η)

1 + a+ η
,

B (w) =
(1 + a+ η)

a(1 + a− η)
C (w) =

w2(1 + a+ η)2

4a2
,

(6.137)

with a ∈ R\ {0} and the parameter w is connected to ρ by the relation

eρ =
w2

4a2
(1 + a+ η)2 . (6.138)

Notice that the circumferential radius, r, vanishes when w = 0.

From Eqs. (6.62), (6.63), (6.85) and (6.86), assuming W = ∆ and ∆2 = γM, we find

M =
2K,ρ + 4K2 −K

4(1− γ)K
, (6.139)

P = Y −K +
1

4
− 2K,ρ + 4K2 −K

4(1− γ)K
, (6.140)

0 = (2Y + 1)K,ρ − 4K2 −K [4Y,ρ + 4(Y − 1)Y − 1] . (6.141)

The form of Y andK that satisfies the constraint (6.141) can be found directly from their definition in a general

coordinate system (see Refs. [51, 52])

Y =
1

2

CA,w
AC,w

=
(1 + a)wη,w

2 (η − a− 1) (1 + a+ η + wη,w)
,

K =
BC

(C,w)
2 =

a (1 + a+ η)

(1 + a− η) (1 + a+ η + wη,w)
2 .

(6.142)

Using Eqs. (6.139), (6.140) and (6.142), the energy density and the pressure are then given by

µ =
aR2η (3η − 2− 2a)

8π (γ − 1) (1 + a+ η)2
,

p =
aR2η [2γ (2η − a− 1)− η]

8π (γ − 1) (1 + a+ η)2
.

(6.143)
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(a) Coefficients of the metric in Eqs. (6.136) and (6.137).
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(b) Thermodynamic quantities in Eqs. (6.143) and the intrinsic spin density.

Figure 3: Plots of the behavior of the metric components, (a) and matter variables (b) associated with the
solution in Eqs. (6.136) and (6.137) for a = 1.6, γ = 0.03/(8π) and R = 0.24.
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(a) Coefficients of the metric in Eqs. (6.136) and (6.137).
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(b) Thermodynamic quantities in Eqs. (6.143) and the intrinsic spin density.

Figure 4: Plots of the behavior of the metric components, (a) and matter variables (b) associated with the
solution in Eqs. (6.136) and (6.137) for a = 1.9, γ = 0.03/(8π) and R = 0.24.

As said, this family of solutions have, by construction, the property that the pressure, energy and spin

densities all vanish at a particular hypersurface. In Figures 3 – 5 we present the behavior of these quantities

for a few combinations of the parameters, showing that the values of the parameters a and γ have a direct

impact in the profile of the densities, whereas, the parameter R defines the value of w for which the matter

variables go to zero. Moreover, from the plots it is clear that the presence of intrinsic spin markedly changes

the type of behavior the matter may have. In particular, for certain values of the parameters a and γ the

functions µ, p or δ might not be monotonically decreasing functions of the coordinate w.

6.6.3.2 Connecting the spin density to the pressure

Another option that reduces the number of conditions related to the junction, is to associate the spin density to

the pressure. This choice, which at first might appear unnatural, corresponds to the case in which the intrinsic
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(b) Thermodynamic quantities in Eqs. (6.143) and the intrinsic spin density.

Figure 5: Plots of the behavior of the metric components, (a) and matter variables (b) associated with the
solution in Eqs. (6.136) and (6.137) for a = 1.9, γ = 0.5/(8π) and R = 0.24.

spin depends on the equation of state. We can imagine that particles with intrinsic spin will create different

structures not unlikely to the ones that characterize the crystalline phases of water ice (see, e.g., Ref. [165]).

Our ansatz refers to this kind of effects.

The reconstruction equations in this case, setting ∆2 = γP , read

M =
4K2 + 2K,ρ −K

4 (1− γ)K
− γ [K,ρ +K (4K − 2Y − 1)]

2 (1− γ)K
, (6.144)

P =
1− 4K + 4Y

4 (1− γ)
, (6.145)

0 = (2Y + 1)K,ρ − 4K2 −K [4Y,ρ + 4 (Y − 1)Y − 1] . (6.146)

Let us now consider a metric in which the (0, 0) coefficient, A, is given by

A = A0

(
a+ br20e

ρ
)2
, (6.147)

where a, b and r0 are arbitrary constants. From the definition of Y one obtains

Y =
1

2

A,ρ
A

=
br20e

ρ

a+ br20e
ρ
, (6.148)

and from Eq. (6.146) it follows that

K =
(a+ 3br20e

ρ)
2
3

K0eρ + 4 (a+ 3br20e
ρ)

2
3

, (6.149)

where K0 is an integration constant. In terms of the circumferential radius r, this result corresponds to the
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line element

ds2 = −A (r) dt2 +B (r) dr2 + r2
(
dθ2 + sin2 θ dφ2

)
, (6.150)

with
A (r) = A0

(
a+ br2

)2
,

B (r) =

(
1 +

c r2

(a+ 3br2)
2
3

)−1

.
(6.151)

The energy density and the pressure are given by

µ =
b2r2

[
5c (1− 4γ) r2 − 12γ (a+ 3br2)

2
3

]
− 4ab

[
γ (a+ 3br2)

2
3 + 2c (2γ − 1) r2

]
8π(γ − 1) (a+ br2) (a+ 3br2)

5
3

+

+
a2c (3− 4γ)

8π(γ − 1) (a+ br2) (a+ 3br2)
5
3

,

p =
4b (a+ 3br2)

2
3 + ac+ 5bcr2

8π(1− γ) (a+ br2) (a+ 3br2)
2
3

.

(6.152)

We give in Figure 6 the behavior of this solution for specific values of the parameters, showing the existence

of an hypersurface where both p and δ2 vanish, so that we can smoothly match such solution with a vacuum

exterior space-time.
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(a) Coefficients of the metric in Eqs. (6.150) and (6.151).
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(b) The thermodynamic quantities in Eqs. (6.152).

Figure 6: Plots of the behavior of the metric components, (a) and matter variables (b) associated with the
solution in Eqs. (6.150) – (6.152) in the case a = 5, b = 1, c = −1, γ = 0.3/(8π) and A0 = 0.7 .

Another example, based on the same assumptions, can be given considering

A = A0

(
a+

√
c− beρ

)2
, (6.153)
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which corresponds to

Y = − beρ

2
√
c− beρ

(
a+

√
c− beρ

) , (6.154)

Eq. (6.146) then gives

K =
cψ
(
a
√
c− beρ − 2beρ + c

)
(c− beρ)

[
4ψ
(
a
√
c− beρ − 2beρ + c

)
− b d eρ

] , (6.155)

with

ψ =

(√
a2 + 8c+ a+ 4

√
c− beρ√

a2 + 8c− a− 4
√
c− beρ

) a√
a2+8c

. (6.156)

Using the area radius r, we find the following solution for the metric (6.150)

A = A0 [a+ y (r)]2 ,

B =
4c
[
ay (r) + 2y (r)2 − c

]
y (r)2

[
4ay (r) + 8y (r)2 + dψ (r)

(
y (r)2 − c

)
− 4c

] , (6.157)

where

y (r) =

√
c− br2

r20
,

ψ (r) =

(√
a2 + 8c+ a+ 4y (r)√
a2 + 8c− a− 4y (r)

) a√
a2+8c

,

(6.158)

with the following expressions for the energy density and pressure of the fluid

µ =
b d γ [6y5 + 7ay4 + 2y3 (a2 − 3c) + c2 (2y + a)− 4acy2]ψ

16πc(γ − 1)r20(a+ y)[c− y(a+ 2y)]2
+

+
b[2γ(2a+ 3y)− 3(a+ y)]

8πcr20(γ − 1)(a+ y)
− bd [6y4 + 3ay3 − 5cy2 + 2c2]ψ

32πc(γ − 1)r20[c− y(a+ 2y)]2
,

p =
b d y (ay − 2c+ 3y2)ψ

32πc(γ − 1)r20(a+ y) (ay − c+ 2y2)
+

b(a+ 3y)

8πcr20(γ − 1)(a+ y)
.

(6.159)

In Figure 7 we show the behavior of this solution for specific values of the parameters. Notice that also this

solution admits the existence of a common hypersurface where both p and δ vanish.

Before finishing this section we remark that, as shown by Figures 3 – 7, in all considered cases it is

possible to find values of the parameters for which all the thermodynamical quantities and spin density are

positive, hence, all the classical energy conditions are valid.
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(b) The thermodynamic quantities in Eqs. (6.159).

Figure 7: Plots of the behavior of the metric components, (a) and matter variables (b) associated with the
solution in Eqs. (6.150), (6.157) and (6.152) in the case A0 = 1, a = −3, b = 1, c = 3, d = 0.03, r0 = 1
and γ = 0.9/(8π).

6.7 Generating theorems

As discussed in Ref. [51], the form of the structure equations (6.84) – (6.92) is especially useful to find

algorithms for generating new solutions from previous known ones.

Consider a solution for the structure equations (6.84) – (6.92) characterized by the functions

{P0,M0,∆0, K0, E0,X0,Y0, (B1)0 , (B2)0 , (D1)0 , (D2)0} . (6.160)

Given the quantities
M = M0 +M1 ,

P = P0 + P1 ,

∆2 = ∆0
2 +∆1

2 ,

K = K0 +K1 ,

(6.161)

where {P1,M1,∆1,K1} are sufficiently smooth arbitrary functions, let us search conditions on the de-

forming functions so that, the set {P ,M,∆,K, E ,X,Y,B1,B2,D1,D2} is a solution of the structure

equations.

Substituting Eq. (6.161) in Eq. (6.85) we find

∂ρK1 + 2K1
2 + 2K0

(
∆1

2 −M1

)
−K1

(
2M0 − 4K0 − 2∆0

2 + 2∆1
2 − 2M1 +

1

2

)
= 0 .

(6.162)

This equation has the form of a Riccati differential equation to which, in general, there are no known closed
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form solutions. We can, nonetheless, consider particular cases so that the previous equation reduces to a

Bernoulli differential equation, where general closed form solutions exist.

6.7.1 Case 1

Let us first consider that

M1 = ∆2
1 . (6.163)

In this case, Eq. (6.162) can be readily integrated for K1, such that

K1 = 0 ∨ K1 (ρ) =
Exp
[∫ ρ

ρ0
Λ dx

]
K⋆ + 2

∫ ρ
ρ0

Exp
[∫ y

y0
Λ dx

]
dy

, (6.164)

where K⋆ is an integration constant and

Λ = 2M0 − 2∆0
2 − 4K0 +

1

2
. (6.165)

Using Eq. (6.163) in Eq. (6.84) we find

∂ρP1 + P1

(
3K0 + 3K1 −M0 + 2P0 −∆0

2 − 7

4

)
+ P1

2 +
1

4
F = 0 , (6.166)

with
F = 4M0

(
∆1

2 +K1

)
− 8 (P0 + P1)∆1

2 + 12P0K1 + 4∆0
2∆1

2−

− 4∂ρ∆1
2 ++4∆1

4 + 7∆1
2 − 12∆1

2K0 − 16∆0
2K1 − 12∆1

2K1 .
(6.167)

For Eq. (6.166) to reduce to a Bernoulli like differential equation we will require F (ρ) = 0, that is

∂ρ∆1
2 −∆1

4 −K1

(
M0 + 3P0 − 4∆0

2
)
−

−∆1
2

(
7

4
+M0 − 3K0 − 3K1 − 2P0 − 2P1 +∆0

2

)
= 0 , (6.168)

which, by setting K1 = 0 or M0 + 3P0 − 4∆0
2 = 0, can be formally solved, such that

∆2
1 (ρ) = 0 ∨ ∆1

2 (ρ) =
Exp
[∫ ρ

ρ0
Φ dx

]
∆⋆ −

∫ ρ
ρ0

Exp
[∫ y

y0
Φ dx

]
dy

, (6.169)
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where ∆⋆ is an integration constant and

Φ = M0 − 3K0 − 3K1 − 2P0 − 2P1 +∆0
2 +

7

4
. (6.170)

Consequently, from Eq. (6.166), we find

P1 (ρ) = 0 ∨ P1 (ρ) =
Exp
[∫ ρ

ρ0
Γ dx

]
P⋆ +

∫ ρ
ρ0

Exp
[∫ y

y0
Γ dx

]
dy

, (6.171)

with

Γ = M0 − 2P0 +∆0
2 − 3K0 − 3K1 +

7

4
, (6.172)

and P⋆ is an integration constant.

Before we conclude this subsection, we should stress that Eqs. (6.164), (6.169) and (6.171) present two

possible solutions for the considered functions and all combinations of those solutions verify the structure

equations with M1 = ∆2
1, leading, a priori, to distinct solutions.

6.7.2 Case 2

Another possibility to solve Eq. (6.162) is the case when

(K0 +K1)
(
2∆2

1 − 2M1

)
= G (ρ)K1 +Q (ρ)K1

2 , (6.173)

where G (ρ) and Q (ρ) are sufficiently smooth, arbitrary functions. Setting

2∆2
1 − 2M1 = K1Q (ρ) ,

G (ρ) = K0Q (ρ) ,
(6.174)

and substituting Eqs. (6.173) and (6.174) in Eq. (6.162) we find

∂ρK1 +K1

[
2∆0

2 − 2M0 + 4K0 +K0Q (ρ)− 1

2

]
+ [2 +Q (ρ)]K1

2 = 0 , (6.175)

which, provided an expression for Q (ρ) can be solved for K1, or vice-versa.

Now, to solve the remaining equations for the functions Q, P1 and ∆1, we will consider that the original

solution is such thatM0 = P0 = ∆0 = 0, that is, the original space-time is described by a vacuum solution

of the field equations. From Eq. (6.84) we then find

∂ρP1 + P1
2 + P1

[
3K0 + 3K1 −

7

4

]
+ J (ρ) = 0 , (6.176)
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where

J (ρ) =− ∂ρ∆1
2 +∆1

4 +
1

2
Q (ρ)K1

[
P1 −K0 −K1 +

1

4

]
+∆1

2

(
−2P1 −

1

2
Q(ρ)K1 − 3K0 − 3K1 +

7

4

)
.

(6.177)

As before, to reduce Eq. (6.176) to a Bernoulli differential equation we will impose J (ρ) = 0. Unfortunately,

this equation itself is also not possible to solve in general since it has the form of a Riccati differential equation.

Let us then further impose the last term in the first line of the previous equation to be zero. Solving for K1,

we have

K1 = P1 −K0 +
1

4
, (6.178)

where we have ignored the solutions where Q = 0 ∨ K1 = 0 since they lead to a particular case of

subsection 6.7.1.

Considering the constraint that originally we have a vacuum solution, substituting Eq. (6.178) in Eq. (6.175)

we find,

Q (ρ) = − 8 (2∂ρP1 + 4P1
2 + P1)

(4P1 + 1) (4P1 − 4K0 + 1)
. (6.179)

Gathering the previous results, we find the following expressions for the remaining deformations:

P1 =
eρ

P⋆ + 4eρ
,

∆2
1 = 0 ∨ ∆1

2 =
Exp
[
−
∫ ρ
ρ0
Φ dx

]
∆⋆ −

∫ ρ
ρ0

Exp
[
−
∫ y
y0
Φ dx

]
dy

,

M1 = ∆2
1 +

2∂ρP1 + 4P1
2 + P1

4P1 + 1
,

(6.180)

where P⋆ and ∆⋆ are integrating constants and

Φ = 2P1 +
1

2
Q(ρ)K1 + 3K0 + 3K1 −

7

4
. (6.181)

Notice that we did not consider the case when P1 = 0 since it would lead to the case when Q (ρ) = 0,

which, as mentioned before, represents a particular case of subsection 6.7.1. Let us also remark that, for

solutions generated using the above equations, the functional form of the pressure, P ≡ P1, is independent

of the original solution and completely determined up to a constant. Moreover, notice that the pressure — in

such solutions — is only null when ρ→ −∞.

105



6.7.3 Case 3

Let us now consider the deformations in Eq. (6.161) with the extra constraint

Y = Y0 , (6.182)

that is, we will impose that the function Y is unchanged between the original and the perturbed space-time.

This is a generalization of the deformations considered in Refs. [51, 166], for non-null spin density. Substituting

Eqs. (6.161) and (6.182) in Eq. (6.86) we find that

P1 = ∆2
1 −K1 . (6.183)

Using Eqs. (6.161), (6.182) and (6.183) in Eqs. (6.85) and (6.84) we find the following relations for M1 and

K1

M1 =
K1 (2Y0 + 3)

2Y0 + 1
+∆2

1 , (6.184)

K1 =
Exp
[
−
∫ ρ
ρ0
Φ dx

]
K⋆ −

∫ ρ
ρ0

4
2Y0+1

Exp
[
−
∫ y
y0
Φ dx

]
dy

−K0 , (6.185)

where

Φ =
K0 (6 + 4Y0)

2Y0 + 1
+ 2∆2

0 − 2M0 −
1

2
, (6.186)

and K⋆ is an integration constant. Eqs. (6.183) – (6.186) generalize the results in Ref. [51] in the presence

of a non-null spin density.7

Contrary to the previous cases, the Eqs. (6.183) – (6.186) do not completely determine the system since

the function ∆2
1 is unconstrained. Notice that K ≡ K1 is determined uniquely by the unperturbed solution

and∆2
1 will only affectM1 and P1. Therefore, provided an unperturbed solution, the metric of the perturbed

space-time is completely determined by Eqs. (6.182) and (6.185). As already pointed out, ∆2
1 will not only

affect the energy density and the pressure of the fluid but also the Weyl tensor components. Thus, although

the metric of the space-time is independent of ∆2
1, the geometry is profoundly influenced by the presence of

intrinsic spin.

7Notice that there is an error in the expression for M1 in Ref. [51]. The correct expression is found by setting ∆2
0 = ∆2

1 = 0 in Eqs. (6.184) – (6.186).

106



6.8 Conclusions

In this chapter we have introduced and used the 1+1+2 formalism to derive the structure equations for LRS I

and LRS II, stationary space-times with a Weyssenhoff like torsion field in the context the ECSK theory of

gravitation. The structure of the covariant equations show in detail how the intrinsic spin interacts with the

space-time via the torsion tensor. In particular, the presence of a torsion tensor field separates the magnetic

part of the Weyl tensor in two distinct tensors, which behave differently. Even in the case of static LRS II

space-times, the magnetic parts of the Weyl tensor do not vanish and some of its components depend on both

the value and spatial derivative of the spin density. This suggests, in particular, that the effects of intrinsic

spin on the matter fluid, even in the regimes expected to be found in neutron stars, may not be negligible, as

it was previously thought (see e.g. Ref. [36, 163]), even in the case in which the contributions due to the spin

is very small.

The 1+1+2 equations were then used to derive the covariant TOV equations for ECSK gravity for LRS I and

LRS II space-times. In the case of LRS II space-times, the equations are structurally very similar to the ones of

GR. Indeed this similarity allows to recast them into the same form of the GR TOV equations via a redefinition

of the matter variables and the electric part of the Weyl tensor. As a consequence we found that at the level

of the metric it is possible to map static, locally rotationally symmetric solutions of class II from the ECSK

theory to the ones of the theory of General Relativity. Moreover, due to this mapping and the re-scale in the

matter variables, some GR solutions which are physically irrelevant become, in the context of ECSK gravity,

interesting.

When we examine in detail the physical properties of physically relevant solutions, the differences between

the ECSK theory and GR become once more evident. This is particularly true looking at the junction conditions.

We found that the requirement that all of the components of the Riemann tensor have finite discontinuities

across the separation surface S leads to additional constraints with respect to the torsionless case. This is

especially evident when looking at the structure equations for stationary LRS I and LRS II space-times sourced

by a Weyssenhoff fluid. In these equations the magnetic parts of the Weyl tensor depend explicitly on the

derivatives of the torsion tensor and the classical Israel-Darmois junction conditions of GR do not guarantee

these terms to be finite across S . As consequence of the generalized junction conditions, in the considered

setup, observers at the interior and exterior space-times must measure the same value for the spin density at

S , turning the task of finding physically relevant solutions even more daunting.

Using the full set of structure equations and boundary conditions provided by the junction formalism,

we were able to study various properties of possible solutions. We started by analyzing how the presence of

intrinsic spin changes the Buchdahl limit for the maximum compactness of a star. We concluded that the spin-

geometry coupling allows stars with a given circumferential radius to hold more matter than the corresponding

GR ones. Next we considered the case of static, spherically symmetric compact objects entirely held by the

matter intrinsic spin, smoothly matched to a vacuum exterior. This scenario was expected to represent a good
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model for cold neutron stars, where the thermodynamical pressure is negligible when compared to the spin

density. We found, surprisingly, that such objects cannot be simultaneously static, spherically symmetric and

smoothly matched to a vacuum exterior. This is a strong result and it is necessary to discuss in detail the

hypothesis that led to such conclusion. More specifically our conclusion may not be valid if:

(i) the spin density is not a monotonically decreasing function of the radial coordinate inside the star;

(ii) we consider a non-vacuum exterior space-time;

(iii) we replace the uncharged Weyssenhoff fluid model;

(iv) we allow the presence of a thin shell.

The first possibility might lead to a total energy density and a pressure density which is not monotonically

decreasing. While this is not a strong enough reason to discard this case, we expect these oscillation to make

the solution unstable under small perturbations. The second case suggests that if ECSK theory had a non trivial

vacuum (vortical) solution, one could smoothly match the interior to it, bypassing the requirement of the spin

density to vanish at an hypersurface. At present there is no evidence that such solution might/should exist.

Indeed the theory is expected to reduce to GR in vacuum. For what concerns hypothesis (iii), the Weyssenhoff

fluid can be advocated to be a good model for the matter fluids that might constitute cold neutron stars.

However, in this work we made the simplifying assumption that the fluid is electrically neutral. If instead a

charged Weyssenhoff fluid model is considered, we expect that other effects will appear — such as anisotropic

pressure — which may drastically change the behavior of the fluid. As for the last possibility, although a smooth

junction with a vacuum exterior might represent a more reasonable scenario, it might be argued that neutron

stars may have a well defined surface, therefore it is not completely unreasonable to consider the presence of

a thin shell of matter at the matching surface.

On top of the zero pressure solution considered above, we have also considered solutions in which pressure

is non zero. Using reconstruction algorithms we have been able to obtain various classes of solutions for the

interior of static, spherically symmetric compact objects that can be smoothly matched to a Schwarzschild

exterior. One family of those solutions, which we dubbed Buchdahl stars, represent a very interesting scenario:

they admit the existence of a common hypersurface where the pressure, spin density and energy density all

vanish. This model, studied for the first time by Buchdahl for gaseous stars in GR [164], represents the

scenario where the fluid that composes a star will smoothly dissipate away from a denser core and transition

to vacuum. These solutions also provided a key example for the effects that intrinsic spin may have on the

behavior of the fluid. Figures 3 – 5 clearly exemplify that even if the spin density is much smaller than the

other matter variables, it allows for a much richer behavior for the fluid.

Finally, as in the case of GR, also in the ECSK theory it is possible to derive generating theorems. In this

chapter we have presented several algorithms to generate new exact solutions from previously known ones.

We should stress here that the results we have obtained followed from the idea of finding conditions so that
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the Riccati differential equations would reduce to Bernoulli equations. Although this scheme allowed us to find

various generating algorithms, we make no claim that we have exhausted all possibilities for finding new ones.

On this note, the integrability conditions for Riccati type equations in Refs. [167–169] were also considered;

however, these did not lead to useful results, in the considered context.
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Chapter 7

Electrically charged static shells: maximally

extended Reissner-Nordström space-time

outside a Minkowski core

7.1 Introduction

In Chapter 3 we studied the conditions for two Lorentzian manifolds with boundary, M+ and M−, endowed

with a metric compatible affine connection, to be smoothly matched at a common boundary, S , so that the

resulting space-time M has a well defined geometry at the matching surface. A natural follow up question is

if those conditions are necessary for the space-timeM to be a solution of the field equations of a given theory

of gravitation. The answer is, surprisingly, no. Although the constraints on the geometry of the space-time at

the matching surface depend on the specific theory of gravitation (cf., e.g., Refs. [68–72, 170–174]), these are

in general less restrictive than those found in Chapter 3, by relating the infinite discontinuity of the Riemann

curvature tensor with the presence of a thin shell of matter at S .

In the case of the theory of General Relativity, these conditions are usually referred as the Israel-Darmois

junction formalism [68, 69], forming a set of constraints on the geometry of S , so that the resulting space-time

is a solution of the Einstein field equations in GR. The conditions imposed by the Israel-Darmois formalism

allow for the study of solutions of the theory of General Relativity by matching two previously known ones.

Indeed, in the literature the formalism has been extensively used as a tool to analyze a plethora of distinct

setups, namely, it has allowed for the study of the thermodynamical properties of black holes [175–180], the

Hawking radiation [181–183], gravitational collapse [184–187] and the properties of solutions of astrophysical

interest [188–193].

One such possibility provided by the junction formalism is the scenario of a spherically symmetric thin

shell of matter separating two vacuum solutions [184, 187, 194–199]. The discovery that the universe is
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best described by an inflationary model has led to speculation of what were the initial conditions that led

to the inflationary phase that we experience in the present. One idea is that the universe underwent various

inflationary phases in the course of some cosmological phase transitions [194]. These phase transitions could

have given rise to bubbles that separate an old inflationary phase from a new phase [184]. These bubbles,

leftovers of the early universe, could survive and be themselves sources of an exterior space-time. In this

spirit, the case of sufficiently thin bubbles, thin shells, with a vacuum Minkowski interior has been previously

considered and an intriguing possibility was found that static thin shells at the opposite side of the Einstein-

Rosen bridge could be the source of an exterior Schwarzschild space-time for an outside observer, provided that

such shells were hold by tension [195]. In this chapter we will extend the analysis in Ref. [195] and consider

the case of charged static thin shells separating an interior Minkowski from an exterior Reissner-Nordström

space-time [200]. As we will see, given the complexity of the Reissner-Nordström model, various scenarios

are possible depending on the properties of the matter fluid that composes the shell.

7.2 Space-time junction formalism

Let us then start by briefly revising the Israel-Darmois formalism for the theory of GR.

Repeating some of the concepts introduced in Section 3.5, consider two space-time manifolds with bound-

ary, M+ with metric (+)g and M− with metric (−)g . Let us then consider that the space-times M+ and

M− are glued together at a common boundary, forming a new space-time, M, partitioned by an hypersur-

face S in two regions, M+ and M−. The hypersurface S can be either time-like or space-like. Although the

case of null boundary hypersurface can also be considered [170], it will not be studied in this chapter.

Now, we will assume that it is possible to define a common coordinate system, {xa}, on both sides of

the hypersurface S and we choose n, the unit normal to S , to point from M− to M+. The normal vector

field is such that it is space-like or time-like if the hypersurface is either time-like or space-like, respectively.

Then, assuming {ya} to represent a local coordinate system around each point on S , the normal vector field

nmust be orthogonal — at each point — to the tangent vectors to the hypersurface S , ea ≡ ∂/∂ya, such that

eαanα = 0 . (7.1)

Now, in order to join the two regions M+ and M− at S , so that the union of (+)g and (−)g forms a

valid solution to the Einstein field equations, the Israel formalism states that two junctions conditions must be

verified at the matching surface S :
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(i) The induced metric as seen from each region M− and M+, (±)hij := (±)gαβe
α
i e

β
j , must be the

same, that is:1

[hij]± = 0 ; (7.2)

(ii) If the extrinsic curvature, Kab ≡ eαae
β
b∇αnβ , is not the same on both sides of the boundary S , then

a thin shell with stress-energy tensor

Sab = − ε

8π

(
[Kab]± − hab [K]±

)
, (7.3)

where ε is defined by nαnα = ε and K ≡ habKab, is present at S .

In this chapter, we will then study the properties of a static thin shell composed of a perfect fluid2 that separates

an interior Minkowski space-time and an exterior Reissner-Nordström space-time using the Israel junction

formalism. The Reissner-Nordström solution describes the space-time outside an electrically charged non-

rotating mass. Depending on the absolute value of the charge to be less, equal or greater than the mass —

in geometrized units — three distinct space-times, respectively: non-extremal, extremal and overcharged, are

described by this solution (cf. Figure 8). All three cases shall be analyzed.

7.3 Non-extremal thin shells

7.3.1 Electric thin shells outside the event horizon: normal and tension shells

in a non-extremal Reissner-Nordström space-time

7.3.1.1 Induced metric and extrinsic curvature of S as seen from M−

Defined the setup of the problem, let us start by analyzing the interior Minkowski space-time,M−, whose line

element in spherical coordinates is given by

ds2− = −dt2 + dr2 + r2dΩ2 , (7.4)

where dΩ2 ≡ dθ2 + sin2 (θ) dφ2.

Now, we assume the hypersurface S to be static3 but, in general, it can be either time-like or space-like.

However, since we are considering the Minkowski space-time, it is not possible to have a static space-like

surface hence, S must be time-like. It is, then, convenient to choose the coordinates on S to be {ya} =

1We gently remind the notation introduced back in Chapter 3 and which will be used here. We will write [ψ]± to represent the difference of a field as seen from

each sub-manifold at S , i.e., [ψ]± ≡ ψ
(
M+

)∣∣
S − ψ

(
M−)∣∣

S ; moreover, we will use the notation (+)ψ ≡ ψ
(
M+

)
or (−)ψ ≡ ψ

(
M−)

, to refer to
a field ψ defined in M+ or M−, respectively.

2Here we will assume that the total stress-energy tensor defined as the sum, Sab =Mab +Eab, whereMab represents the matter stress-energy tensor and
Eab represent the electromagnetic stress-energy tensor are such that Sab can be written as: Sab = σuaub + p (hab + uaub).

3Static has seen from an observer free-falling in the interior Minkowski space-time.
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Figure 8: Carter-Penrose diagrams of the distinct space-times described by the Reissner-Nordström solution.
Panel (a) Non-extremal Reissner-Nordström space-time. Panel (b) Extremal Reissner-Nordström space-time.
Panel (c) Overcharged Reissner-Nordström space-time.

(τ, θ, φ), where τ is the proper time measured by an observer co-moving with S and it follows that eτ ≡ u,

where u is the 4-velocity of an observer co-moving with the shell.

The hypersurface S , as seen from the interior M− space-time, is parametrized by τ , such that the

surface’s radial coordinate is described by a function R (τ). The fact that S is assumed to be static implies,

dR

dτ
= 0 , (7.5)

from which we have that

uα− =

(
dt

dτ
, 0, 0, 0

)
, (7.6)

where uα− represent the components of the 4-velocity u as seen from the interior space-time M−. Since S
is a time-like hypersurface, it must verify

(−)gαβu
α
−u

β
− = −1 . (7.7)

Using Eqs. (7.6) and (7.7) we find that dt/dτ = ±1. Imposing that u points to the future leads to the choice

of the plus sign, thus

uα− = (1, 0, 0, 0) . (7.8)
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Eq. (7.8) can now be used to write the induced metric on S , such that

ds2
∣∣
S = −dτ 2 +R2dΩ2 . (7.9)

Having found the expression for the 4-velocity of an observer co-moving with S , we can now use Eqs. (7.1)

and (7.8) and the condition that n is space-like4,

nαnα = +1 , (7.10)

to find the expression for the unit normal as seen from M−, nα−, hence

n−α = λ (0, 1, 0, 0) , (7.11)

where λ is a normalization factor. Using Eqs. (7.10) and (7.11) yields λ = ±1. Since we are studying the

case where the interior Minkowski space-time is spatially compact and enclosed by the hypersurface S , we

must choose the plus sign, such that, the expression for the outward pointing unit normal to S is given by

n−α = (0, 1, 0, 0) . (7.12)

We are now in position to compute the components of the extrinsic curvature of S as seen from M−,
(−)Kab. In the case where the matching surface S is time-like, static and spherically symmetric, the non-null

components of the extrinsic curvature are given by

Kττ = −aαnα , (7.13)

Kθθ = ∇θnθ , (7.14)

Kφφ = ∇φnφ , (7.15)

where ∇α is the Levi-Civita connection and

aα ≡ uβ∇βu
α , (7.16)

is the acceleration of an observer co-moving with S .

Taking into account Eqs. (7.1), (7.4) and (7.9) we find that the non-trivial components of the exterior

4For simplicity and without loss of generality we will assume that the integral curves of n are affinely parameterized.
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curvature as seen from the interior Minkowski space-time are given by

(−)Kτ
τ = 0 , (7.17)

(−)Kθ
θ =

1

R
, (7.18)

(−)Kφ
φ =

1

R
, (7.19)

where the induced metric (7.9) was used to raise the indices.

7.3.1.2 Induced metric, and extrinsic curvature of S as seen from M+

To proceed we have now to find the expressions for the induced metric on S and the extrinsic curvature

components as seen from the exterior space-time,M+. As was explained in Section 7.2, the exterior Reissner-

Nordström space-time may be non-extremal, extremal or overcharged depending on the charge to mass ratio

of the shell. Let us start by considering the non-extremal case.

In our study we shall allow the shell to be placed at any sub-region of the non-extremal Reissner-Nordström

space-time (see Figure 8a). In this regard, following Ref. [196], it is useful to find a coordinate system that is

well behaved — without coordinate singularities — in any of those sub-regions. Although it is possible to find a

coordinate system that covers the entire Reissner-Nordström space-time without coordinate singularities (cf.,

e.g., Refs. [201–203]) the expressions become very complicated to work with and, in our analysis, no real

advantages arise from using such coordinate system. In Appendix D.1, we define, instead, two coordinate

patches, each well behaved in a neighborhood of the event horizon, at r = r+, or in a neighborhood of the

Cauchy horizon, at r = r−. While the main motivation to find a new coordinate system is the fact that it

is well behaved in a neighborhood of a coordinate singularity, hence allowing the shell to be as close to the

pseudo-singularity as we want, another reason for introducing a new coordinate system is the fact that the

radial Schwarzschild coordinate, r, is ambiguous when describing an event in one region or in its parallel —

denoted with prime in Figure 8a — which can lead to difficulties. Moreover, as we will see, the introduction of

such coordinate patch will allow a concise treatment of the case where the shell is placed in one region or in

its parallel. Due to the formalism that we use, we will need two coordinates patches to describe the various

sub-regions of the exterior Reissner-Nordström space-time hence, we shall separate the study of a shell placed

in a region described by one coordinate patch and the other.

Let us then start by studying the properties of a static shell placed in a region described by the coordinate

patch defined in Appendix D.1.1 — the coordinate patch without the pseudo-singularity at r = r+. In this

region, the metric of the Reissner-Nordström space-time in Kruskal-Szekeres coordinates was found to be

given by

ds2 =
16M2

r2
R2

+e
− r

R+

(
r − r−
2M

)1+(r−/r+)
2 (
dX2 − dT 2

)
+ r2 (X,T ) dΩ2 , (7.20)
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where
r± =M ±

√
M2 −Q2 ,

R± =
r2±

r+ − r−
,

(7.21)

and r is given implicitly by

X2 − T 2 = e
r

R+

(
r − r+
2M

)(
r − r−
2M

)−(r−/r+)
2

. (7.22)

The shell’s radial coordinate when measured by an observer at M+ is described by a function ρ (τ),

where τ is the proper time of an observer co-moving with the surface S ; which, since we assume it to be

static, is such that
dρ

dτ
= 0 . (7.23)

Considering Eq. (7.22), Eq. (7.23) implies that the X and T coordinates of a point on S must verify

X2 − T 2 = constant . (7.24)

Taking the derivative of Eq. (7.24) in order to the proper time we find the important relation

∂X

∂τ
=
T

X

∂T

∂τ
. (7.25)

In our previous analysis of the M− space-time, we found that the hypersurface S must be time-like,

then, due to the first junction condition, S must also be time-like when seen from the exterior M+ space-

time. Therefore, the components of the 4-velocity of an observer co-moving with it as seen from M+ are,

uα+ =

(
∂T

∂τ
,
∂X

∂τ
, 0, 0

)
, (7.26)

and it must verify
(+)gαβu

α
+u

β
+ = −1 . (7.27)

Using Eqs. (7.25) – (7.27) we can find the components of u,

∂T

∂τ
= ±

√
gXX X2

X2 − T 2
, (7.28)

∂X

∂τ
= ±

√
gXX T 2

X2 − T 2
, (7.29)
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such that

uα+ =

√
gXX

X2 − T 2
(X,T, 0, 0) , (7.30)

where the sign was chosen so that u points to the future and g
XX

is the XX component of the inverse

metric of Eq. (7.20). Notice that the expression found for the components of u, Eq. (7.30), only makes sense,

physically, if X2 > T 2. Looking at Eq. (7.22), that implies that either the shell is located in the region I or in

the region I′ (cf. Figure 8a). This is a consequence of the shell being assumed static. If we were to consider

a dynamic shell or a different interior space-time, shells in the black hole region or at the horizon could also

be treated.

Before we proceed let us remark that in our analysis we have not specified if we consider the shell to be

in the sub-region I or I′, however, in our choice of the plus sign in Eq. (7.30), such that u points to the future,

we had to take into account each sub-region, that is, in this case the choice of the plus sign of uα+ has the

same meaning for both sub-regions but in general that does not have to be true, as different signs might have

to be chosen depending on the studied sub-region. It is, however, important to mention that in our treatment

the choice of the sign of uα+ is irrelevant but, as we will see, the choice of the sign of the components for the

normal, nα+, for each sub-region is not.

Eq. (7.30) can now be used to find the induced metric on the hypersurface S , such that

ds2
∣∣
S = −dτ 2 + ρ2dΩ2 . (7.31)

Matching Eq. (7.9) with Eq. (7.31) we find that ρ, the radial coordinate of S when measured by an observer

at M+, and R, the radial coordinate of S when measured by an observer at M−, must be equal. We shall

then use R to describe the radial coordinate of the shell for either the interior and exterior space-time.

Now, using the fact that the unit normal to S , as seen from the exterior space-time M+, is space-like

implies,

nα+n+α = +1 , (7.32)

and taking into account Eqs. (7.1) and (7.30), we find

n+α = ±
√

g
XX

X2 − T 2
(−T,X, 0, 0) . (7.33)

To proceed we must choose the sign for the normal. The choice of the sign is related with the direction of the

normal and we shall impose that it points in the direction of increasing X coordinate. This implies that the

choice of the sign is different if we consider the shell to be in the sub-region I or I′ (cf. Figure 20). One of the

simplifications that the use of the Kruskal-Szekeres coordinates introduces is that the choice of the sign can
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be written in a concise manner, such that

n+α = sign (X)

√
g
XX

X2 − T 2
(−T,X, 0, 0) , (7.34)

where sign (X) is the signum function of the coordinateX of the shell. Notice however, that the usage of this

notation is simply to treat in a concise way the two possible directions of the normal of the shell. Physically,

there is nothing different between a shell placed in either region (with positive or negative values of X).

Found the normal to the hypersurface S as seen from the exterior non-extremal Reissner-Nordström space-

time, we are now in position to find the non-null components of the extrinsic curvature. Following the results

in Appendix D.2.1 we have

(+)Kτ
τ =

sign (X)

2R2Υ

(
r+ + r− − 2

r−r+
R

)
, (7.35)

(+)Kθ
θ =

(+)Kφ
φ =

sign (X)

2R+

√
g
XX

(X2 − T 2)

R
, (7.36)

where the parameter Υ is given by

Υ =

√
(R− r+) (R− r−)

R2
. (7.37)

In Figure 9 we show the Carter-Penrose diagrams [31, 204] of the Minkowski — non-extremal Reissner-

Nordström junction space-time either for a junction surface with normal pointing towards the event horizon or

in the direction of spatial infinity.

7.3.1.3 Non-extremal thin shell’s properties outside the event horizon

Found the necessary components of the extrinsic curvature of the hypersurface S as seen from each space-

time, we are now in position to find the properties of a perfect fluid thin shell placed outside the event horizon

of a non-extremal Reissner-Nordström space-time. The shell’s stress-energy tensor is given by

Sab = σuaub + p
(
hab + uaub

)
, (7.38)

where σ is the energy per unit area and p is the pressure of the fluid. From our choice of coordinates on S ,

{ya} = (τ, θ, φ), we have

Sττ = −σ , (7.39)

Sθθ = p . (7.40)
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Figure 9: Carter-Penrose diagrams of a Minkowski — non-extremal Reissner-Nordström junction space-time
through a time-like shell. Panel (a) The normal points in the direction of spatial infinity. Panel (b) The normal
points towards the event horizon.

Now, comparing Eqs. (7.39) and (7.40) with the second junction condition, Eq. (7.3), taking into account the

components of the induced metric, Eq. (7.9), and the fact that in our case
[
Kθ
θ

]
± =

[
Kφ
φ

]
±we find that

σ = − 1

4π

[
Kθ
θ

]
± , (7.41)

p =
1

8π
[Kτ

τ ]± − σ

2
. (7.42)

Substituting in Eqs. (7.41) and (7.42) the values for the components of the extrinsic curvature found in the

previous sections we find

8πσ =
2

R
(1− sign (X)Υ) , (7.43)

8πp =
sign (X)

2RΥ

[
(1− sign (X)Υ)2 − r−r+

R2

]
, (7.44)

where the parameter Υ is given by Eq. (7.37).

Before we discuss our results let us verify their consistency by checking what happens in the limit when

the charge Q goes to zero. In this limit, from Eq. (7.21), we see that r− → 0 and r+ → 2M hence, the
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outside space-time is described by the Schwarzschild solution. Then, Eqs. (7.43) and (7.44) yield

lim
Q→0

8πσ =
2

R

(
1− sign (X)

√
1− 2M

R

)
, (7.45)

lim
Q→0

8πp =
sign (X)

2R

√
R

R− 2M

(1− sign (X)

√
1− 2M

R

)2
 , (7.46)

matching the expressions found in Ref. [195] where a Minkowski — Schwarzschild space-times junction was

considered.
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Figure 10: Properties of a perfect fluid thin shell placed with normal pointing in the direction of spatial infinity
(see Figure 9a) of a non-extremal Reissner-Nordström space-time with an interior Minkowski space-time. Panel
(a) Energy density. Panel (b) Pressure support.

In Figures 10 and 11 we show the behavior of the energy density, σ, and the pressure (tension), p (γ),

that supports a thin shell for the possible resulting space-times for various values of the ratio Q/M . From

Figure 11b we see that the thin shell is supported not by pressure but by tension. Physically this result

was actually expected since an observer momentarily co-moving with the shell but detached from it will infall

towards the black hole region of the exterior Reissner-Nordström space-time, hence, a perfect fluid thin shell

placed at the junction hypersurface, in order to be static, must by supported by tension. This reasoning also

explains the behavior exhibited in Figure 10b where the thin shell is supported by pressure. Notice, also, that

both the pressure and the tension of such type of shells go to infinity as R → r+, but the energy density is

constant, in both cases, at that limit.
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Figure 11: Properties of a perfect fluid thin shell with normal pointing towards the event horizon (see Figure 9b)
of a non-extremal Reissner-Nordström space-time with an interior Minkowski space-time. Panel (a) Energy
density. Panel (b) Tension support.

7.3.2 Electric thin shells inside the Cauchy horizon: normal and tension shells

in an interior non-extremal Reissner-Nordström space-time

7.3.2.1 Induced metric, and extrinsic curvature of S as seen from M+

To study the case of a static time-like thin shell placed in a region covered by the coordinate patch without

the pseudo-singularity at r = r− we have now to repeat the same recipe followed in the previous section.

We will see, however, that many of the previous results are also valid for the second coordinate patch, greatly

simplifying our work. From the discussion in Appendix D.1.3, the line element for the Reissner-Nordström

space-time in Kruskal-Szekeres coordinates is:

ds2 =
16M2

r2
R2

−e
r

R−

(
r+ − r

2M

)1+(r+/r−)
2 (
dX2 − dT 2

)
+ r2 (X,T ) dΩ2 , (7.47)

where r± and R− are given by Eq. (7.21) and r is given implicitly by

X2 − T 2 = e
− r

R−

(
r− − r

2M

)(
r+ − r

2M

)−(r+/r−)
2

. (7.48)

Considering a static shell, from Eq. (7.48) we take that the X and T coordinates of the shell must verify

X2 − T 2 = constant . (7.49)

Now, as was argued in the previous section, a static shell in the Minkowski space-time must be time-like as

seen from both interior and exterior space-times. This restriction and Eq. (7.49) imply that Eqs. (7.28) and
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(7.29) are also valid in this coordinate patch, hence, the components of the 4-velocity of an observer co-moving

with the shell as seen from the exterior space-time, are given by

uα+ = −

√
gXX

X2 − T 2
(X,T, 0, 0) , (7.50)

where, in this case, g
XX

is the XX component of the inverse of the metric in Eq. (7.47). We see that

Eq. (7.50) only makes sense, physically, if X2 − T 2 > 0, which, taking into account Eq. (7.48), allow us to

conclude that the shell must then be placed either at the sub-region III or III′ (see Figure 8a). This conclusion

was actually expected since it is not possible to have a static time-like hypersurface in the black-hole region

or at the Cauchy horizon, r = r−. Let us remark that the minus sign arises from the convention that the

4-velocity points to the future for both sub-regions III and III′.

Making use of Eqs. (7.47) and (7.50) to find the induced metric on S as seen by an observer at M+

and imposing the first junction condition, Eq. (7.2), we find that the shell’s radial coordinate R is the same as

measured by an observer at M− or M+ and the induced metric on S is given by Eq. (7.9).

Combining Eqs. (7.1), (7.10) and (7.50) we find the expression for the unit normal to the hypersurface S ,

as seen from the exterior space-time M+, to be

n+α = ±
√

g
XX

X2 − T 2
(−T,X, 0, 0) . (7.51)

Now, to specify the sign of the normal to S for each sub-region we shall consider two cases: the case where

the normal n points towards the Cauchy horizon at r = r− and the case where the normal points towards

the singularity at r = 0. These two cases can be treated in a concise way by assuming, for example, a shell

placed either in the sub-region III or III′ and the normal pointing in the direction of decreasing X coordinate,

such that5

n+α = sign (X)

√
g
XX

X2 − T 2
(T,−X, 0, 0) . (7.52)

Then, using the results from Appendix D.2.2, we find the non-null components of the extrinsic curvature of S
as seen from the exterior space-time to be given by

(+)Kτ
τ =

sign (X)

2R2Υ

[
r+ + r− − 2

r−r+
R

]
, (7.53)

(+)Kθ
θ =

(+)Kφ
φ =

sign (X)

2R

√
g
XX

(X2 − T 2)

R−
, (7.54)

where Υ is given by Eq. (7.37).

In Figure 12 we show the Carter-Penrose diagrams of the Minkowski — Reissner-Nordström junction space-

5We emphasize, as in the previous subsection, that physically the important characteristic is the sign of the normal and not where the shell itself is placed, as
sub-regions differing by the sign ofX have the same physical properties, as measured by an observer in each sub-region.
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time either for a junction surface whose outside normal points towards the Cauchy horizon or towards the

singularity at r = 0. Notice that in the former case, Figures 12a.1 and 12a.2, we have the equivalent

possibility of a thin shell placed at only one sub-region or at both. Although the scenarios represented in these

diagrams are very different: as there might or not be a singularity at r = 0, for an outside observer with

coordinate r > R the geometry of the space-time — hence, the gravitational field — will be the same.

7.3.2.2 Non-extremal thin shell’s properties inside the Cauchy horizon

Determined the components of the extrinsic curvature of the hypersurface S as seen from each space-time,

we are now in position to find the properties of a perfect fluid thin shell placed inside of the Cauchy horizon.

As was found in subsection 7.3.1.2, the energy density and the pressure of a perfect fluid thin shell are related

to the extrinsic curvature components by Eqs. (7.41) and (7.42). Then, from Eqs. (7.18) and (7.54) we find

8πσ =
2

R
(1− sign (X)Υ) , (7.55)

and, substituting Eqs. (7.17), (7.53) and (7.55) in Eq. (7.42),

8πp =
sign (X)

2RΥ

[
(1− sign (X)Υ)2 − r−r+

R2

]
, (7.56)

where the parameter Υ is given by Eq. (7.37).

Now, the expressions found for the energy density for a shell placed inside the Cauchy horizon, Eqs. (7.55)

and (7.56), are the same as Eqs. (7.43) and (7.44), however, the behavior of the properties of the shell will be

different since, the radial coordinate of the shell, R, in this case ranges between zero and r−. In Figures 13

and 14 we present the behavior of the energy density and pressure of a shell associated with the diagrams in

Figure 12.

Let us analyze each case separately. In the case of a thin shell associated with the diagrams 12a.1 or

12a.2 we see from Figure 13 that, depending on the radial coordinate of the shell, the energy density might

take negative values. Indeed, from Eq. (7.55) we find that for

R <
Q2

2M
, (7.57)

the energy density, σ, is negative. On the other hand, this kind of thin shell is always supported by tension,

γ. This translates the well known fact that the Reissner-Nordström singularity at r = 0 is repulsive [201].

Moreover, we see that both the energy density and the pressure of the shell diverge to negative infinity as we

get closer to the would be singularity, R → 0. In the limit of R → r− the pressure also diverges to negative

infinity but the energy density, σ, tends to (4π r−)
−1.

In the case of a thin shell associated with the diagram 12b, we see from Figure 14 that the energy density
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Figure 12: Carter-Penrose diagrams of the Minkowski — non-extremal Reissner-Nordström junction space-time
through a time-like thin shell in sub-regions III and III′. Panels (a.1)/(a.2) The outside normal to the shell
points towards the Cauchy horizon at r = r−. Panel (b) The outside normal to the shell points towards the
singularity at r = 0.
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Figure 13: Properties of a perfect fluid thin shell with circumferential radius R < r− and outside normal
pointing towards the Cauchy horizon at r = r−, separating a non-extremal Reissner-Nordström space-time
with an interior Minkowski space-time. Panel (a) Energy density. The image on the right is a zoom of the region
inside the rectangle in the image on the left. Panel (b) Tension support.
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Figure 14: Properties of a perfect fluid thin shell with circumferential radius R < r− and outside normal
pointing towards the singularity, separating a non-extremal Reissner-Nordström space-time with an interior
Minkowski space-time. Panel (a) Energy density. Panel (b) Pressure support.

of the shell is always positive and the shell is supported by pressure. In this case, as the radial coordinate of

the shell, R, goes to zero, both the energy density and pressure of the shell diverge to positive infinity. On

the other hand, as R → r− the pressure diverges to positive infinity but, as in the previous case, the energy

density tends to (4π r−)
−1.

7.4 Extremal and overcharged thin shells

In the previous sections we have found the expressions for the energy density and the pressure of a perfect

fluid static thin shell with a Minkowski flat interior in a non-extremal (M2 > Q2) exterior Reissner-Nordström

space-time. Let us now see if the results can be extended for the extremal and overcharged Reissner-Nordström

models.

In the construction of the Kruskal-Szekeres coordinates X and T , it was assumed that the Reissner-

Nordström space-time was non-extremal (cf. Appendix D.1). Indeed if we try to extended our results to

describe the extremal and overcharged cases, we realize that the expressions found for these coordinates

do not make much sense since, they may take imaginary values. This translates the well known fact that

the Kruskal-Szekeres coordinates that describe an extremal or overcharged Reissner-Nordström space-time

can not be found by a limiting case of those that describe a non-extremal space-time [201, 202]. Albeit this

fact, we see that the expressions for the energy density and pressure support of the shell, Eqs. (7.43) and

(7.44) and Eqs. (7.55) and (7.56), only depend on the radial coordinate of the shell, R, and on the sign of

the coordinate X . Now, the term sign (X) was introduced in the expression for the outside unit normal to

the shell, Eqs. (7.34) and (7.52), to encapsulate in a concise and clear geometric way the information about

the direction of the normal in the exterior space-time. That is, we related the sub-region where the shell was
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considered with the two possible directions that the normal could point to. This means, therefore, that we

could substitute the term sign (X) in the expressions for the energy density and the pressure of the shell by

a parameter ξ = {−1, 1}, defined as ξ = +1 if the outside unit normal to the shell points in the direction

of increasing radial coordinate r, measured by an observer in the exterior M+ space-time, and ξ = −1 if

the outside unit normal to the shell points in the direction of decreasing radial coordinate r, again, measured

by an observer in the exterior M+ space-time. This definition is consistent with our previous conventions (cf.

Eqs. (7.34) and (7.52)). As such, we can rewrite the expressions for the energy density and the pressure as

8πσ =
2

R
(1− ξΥ) , (7.58)

8πp =
ξ

2RΥ

[
(1− ξΥ)2 − r−r+

R2

]
, (7.59)

where the parameter Υ is given by Eq. (7.37) and the radial coordinate of the shell R ∈]0, r−[∪]r+,+∞[,

for the non-extremal and extremal cases, and R ∈]0,+∞[ for the overcharged case.

In Figure 15 we present the Carter-Penrose diagrams for all possible cases of an interior Minkowski —

exterior extremal Reissner-Nordström junction space-time and, for the sake of clarity, we present separately in

Figure 16 the diagrams in the case of an exterior overcharged space-time. In Figures. 17 and 18 we show the

behavior of the energy density and pressure support described by Eqs. (7.58) and (7.59), for each case.

Let us now analyze the properties of the shells for each case. We see in Figure 17 that the energy density

σ may either take positive or negative values, depending on its radial coordinate. From Eq. (7.58) we find that

if the radial coordinate of the shell is in the range defined by Eq. (7.57), σ is negative. Another interesting

feature of such extremal shells is the behavior of σ atR = r± =M . Although, as was argued in the previous

sections, a static time-like shell with a Minkowski core in an exterior Reissner-Nordström space-time can not be

placed at the horizon, we see that the one-sided limits exist. From Figure 17b we conclude that overcharged

shells are always hold by tension, whereas, extremal shells are supported by tension only if considered inside

the horizon and — although not visible due to the use of logarithmic scale — a perfect fluid time-like static thin

shell placed outside the horizon has zero pressure support. This result confirms the discussion in Refs. [202,

205] where the metric for the outer region to the horizon of the extremal Reissner-Nordström space-time,

r > r+, represents the exterior field of a spherical charged dust cloud in equilibrium between gravitational

attraction and electrostatic repulsion.

As for shells whose properties’ behavior is presented in Figure 18, we see that their energy density is

always positive. For extremal shells, however, we, again, verify a discontinuity in the derivative of σ at the

horizon but the one-sided limits exist. Overcharged shells are always hold by tension, γ, but an interesting

feature is the change in the behavior of γ at R > M , where the tension support of such shells is smaller as

the Q/M ratio increases. Another interesting behavior is that such extremal shells placed inside the horizon

at r =M have zero pressure support.
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Figure 15: Carter-Penrose diagrams of the Minkowski — extremal Reissner-Nordström junction space-time
through a time-like shell with constant radial coordinate R. Panels (a) Shell with R > r+ and the outside
normal points towards spatial infinity. Panel (b.1)/(b.2) Shell with R > r+ and the outside normal points
towards the event horizon. Panel (c.1)/(c.2) Shell with R < r+ and the outside normal points towards the
event horizon. Panel (d) Shell with R < r+ and the outside normal points towards the singularity at r = 0.

128



0i

 I  
-

I

r=
0

+    I

(a)

r=
0

Minkowski

#

Reissner-Nordström

r=
0

(b)

Figure 16: Carter-Penrose diagrams of the Minkowski — overcharged Reissner-Nordström junction space-time
through a time-like shell with constant radial coordinateR. Panel (a) Outside normal to the shell points towards
spatial infinity. Panel (b) Outside normal to the shell points towards the singularity at r = 0.

7.5 Energy conditions for electric thin shells

7.5.1 Energy conditions

The analysis of the properties of time-like, static, perfect fluid thin shells with a Minkowski interior and a

Reissner-Nordström exterior showed that both the energy density and pressure support depend of the direction

of the outside pointing normal. Moreover, we saw that depending on the value of the radial coordinate of the

shell, the energy density and pressure may take negative values. In this section, we shall address the question

of in what conditions are such boundary layers possible to exist in nature, at least from a classical point of view.

To do so, we shall verify for what values of the shell’s properties are the various energy conditions verified, if

at all.

The energy conditions are a set of restrictions on the stress-energy tensor and, in the case of a perfect

fluid, lead to specific constraints on the energy density and pressure. Although various restrictions can be

assumed, we shall only study the null, weak, strong and dominant energy conditions. Moreover, each energy

condition may be considered to hold at any point of the space-time or along a flowline, where the specified

energy condition is only verified on average — allowing for pointwise violations (cf., e.g., Refs. [16, 58, 149,

206, 207]). Here we will consider the pointwise version of the energy conditions.

Let us briefly explain the physical motivation for each energy condition and their implications on the

properties of a perfect fluid thin shell:
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Figure 17: Properties of an extremal and overcharged perfect fluid thin shell with a Minkowski core described
by the Penrose diagrams in Figures 15a, 15c.1, 15c.2 and 16a. Panel (a) Energy density. Panel (b) Tension
support.

Null energy condition

The null energy condition (NEC) represents the restriction that the energy density of any matter distribution in

space-time experienced by a ligh-ray is non-negative. This is represented by

Tαβkαkβ ≥ 0 , (7.60)

for any future pointing null vector field k. For a perfect fluid thin shell with stress-energy tensor given by

Eq. (7.38) this implies

σ + p ≥ 0 . (7.61)

Weak energy condition

The weak energy condition (WEC) is a more restrictive version of the NEC where it is imposed that the energy

density of any matter distribution in space-time measured by any time-like observer must be non-negative,

then

Tαβvαvβ ≥ 0 , (7.62)

for any future pointing, time-like vector field. In the case of a perfect fluid this leads to the following restrictions

σ ≥ 0 ,

σ + p ≥ 0 .
(7.63)
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Figure 18: Properties of an extremal and overcharged perfect fluid thin shell with a Minkowski core described
by the Penrose diagrams in Figures 15b.1, 15b.2, 15d and 16b. Panel (a) Energy density. Panel (b) Tension
support.

Dominant energy condition

The dominant energy condition represents the statement that in addition to the WEC being verified, the flow

of energy can never be observed to be faster than light, that is, in addition to Eq. (7.62) the vector field Y with

components Y α = −Tβαvβ , verifies Y αYα ≤ 0, for any time-like future pointing vector field v. In the case

of a perfect fluid thin shell, this implies
σ ≥ 0 ,

σ ≥ |p| .
(7.64)

Strong energy condition

The strong energy condition represents the restriction that nearby time-like geodesics are always focused

towards each other — essentially guaranteeing that gravity is always perceived to be attractive by any time-like

observer. In the case of GR, this is found by guaranteeing6(
Tαβ −

1

2
gαβTµµ

)
vαvβ ≥ 0 , (7.65)

for any time-like vector field v. For a perfect fluid thin shell we find,

σ + p ≥ 0 ,

σ + 2p ≥ 0 .
(7.66)

6Notice that condition (7.65) follows from the premise 2 in the focus theorem 4.1 in the case of GR. Then, it is clear that the constraint on the stress-energy
tensor imposed by the strong energy condition depends on the theory of gravitation that is considered.
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7.5.2 Limiting radii

From Eqs. (7.61) – (7.66) we see that the energy conditions imply various restrictions on the energy density and

pressure of a perfect fluid. In the considered setup, we found that the properties of the perfect fluid thin shells

are functions of the radial coordinate of the shell only — Eqs. (7.58) and (7.59); hence, the constrains imposed

by the energy conditions on the thin shell for the various possible junction space-times will lead to restrictions

on the radial coordinate of the boundary layer. Anticipating what follows, we present the expressions for the

limiting radii that arise from solving the inequalities (7.61) – (7.66) for the various junction space-times, namely,

RI, RI′ and RIII:

RI =
M

36

[
25 + 3

(
Q

M

)2

+
9
(
Q
M

)4 − 570
(
Q
M

)2
+ 625

∆I
+∆I

]
, (7.67)

RI′ =
M

4

[
3 +

(
Q

M

)2

+

(
Q
M

)4 − 10
(
Q
M

)2
+ 9

∆I′
+∆I′

]
, (7.68)

RIII =
M

72

50 + 6

(
Q

M

)2

−

(
1− i

√
3
) [

9
(
Q
M

)4 − 570
(
Q
M

)2
+ 625

]
∆I

−
(
1 + i

√
3
)
∆I

 , (7.69)

with

∆3
I =27

(
Q

M

)6

+ 216

(
Q

M

)3
√
9

(
Q

M

)4

+ 366

(
Q

M

)2

− 375+

+ 5211

(
Q

M

)4

− 21375

(
Q

M

)2

+ 15625 , (7.70)

∆3
I′ =8

(
Q

M

)3

√√√√(( Q
M

)2

− 1

)2

+

(
Q

M

)6

+ 17

(
Q

M

)4

− 45

(
Q

M

)2

+ 27 , (7.71)

where we refer to the real root of the cubic equations. Let us remark that although the expression for RIII is

written in terms of the imaginary unit i, for the range of values of the ratio Q/M of interest, this function

takes purely real values. Moreover, although it is not clear from the expressions, the values of the radii RI, RI′

and RIII are independent of the sign of Q, as expected.

For completeness, in Figure 19 we present the behavior of the various limiting radii defined in Eqs. (7.67)

– (7.69) as functions of the ratio Q/M .

7.5.3 Analysis

Let us then use Eqs. (7.58) and (7.59) in the inequalities (7.61) – (7.66) for each kind of shell. In Table 2 we

summarize the results.
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Figure 19: Behavior of the various radii, whose expressions are given by Eqs. (7.67) – (7.69), found by imposing
the null, weak, dominant and strong energy conditions to the thin shells present at the matching surface of
the various junction space-times.

7.5.3.1 Energy conditions of non-extremal electric thin shells

For the case of non-extremal electric thin shells with radial coordinate R > r+, we conclude that shells with

normal pointing in the direction of spatial infinity, Figure 9a, always verify the null, weak and strong energy

conditions, and, except for shells in a region betweenR > r+ andR < RI, the dominant energy condition is

also verified; for shells whose normal points in the direction of the event horizon, Figure 9b, interestingly, only

the strong energy condition is always violated, independently of the radius of the shell. Moreover, the limiting

radius RI′ , Eq. (7.68), also determines the value of the circumferential radius of the shell for which its energy

density is maximum, explaining the “bumps” in Figure 11a.

For non-extremal electric thin shells with radial coordinate R < r−, we have found that, if the outward

normal points in the direction of the Cauchy horizon, Figures 12a.1 and 12a.2, none of the considered energy

conditions are verified; on the other hand, the somehow exotic, case of shells whose outside normal points

to the singularity at r = 0, Figure 12b, verify all the tested energy conditions in the domain, except for the

dominant energy condition which is only verified by shells with 0 < R ≤ RIII.

7.5.3.2 Energy conditions of extremal electric thin shells

As for the extremal shells, we find that, thin shells in the cases of Figures 15a, 15b.1, 15b.2 and 15d always

verify the null, weak and dominant energy conditions. However, shells associated with the diagrams 15b.1

and 15b.2 will violate the strong energy condition. On the other hand, extremal thin shells represented by the

diagrams 15c.1 and 15c.2 will always violate the tested energy conditions.
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Null energy
condition

Weak energy
condition

Dominant energy
condition

Strong energy
condition

Non-Extremal

9a R > r+ R > r+ R ≥ RI R > r+

9b R ≥ RI′ R ≥ RI′ R ≥ RI′ Never verified

12a.1/12a.2 Never verified Never verified Never verified Never verified

12b 0 < R < r− 0 < R < r− 0 < R ≤ RIII 0 < R < r−

Extremal

15a R > r+ R > r+ R > r+ R > r+

15b.1/15b.2 R > r+ R > r+ R > r+ Never verified

15c.1/15c.2 Never verified Never verified Never verified Never verified

15d 0 < R < r+ 0 < R < r+ 0 < R < r+ 0 < R < r+

Overcharged
16a R ≥ RI′ R ≥ RI′ R ≥ RI′ R ≥ Q2

M

16b R > 0 R > 0 R > 0 R ≤ Q2

M

Table 2: Range of values of the radial coordinate of a static, time-like, perfect fluid thin shell, in the various
allowed sub-regions of the exterior Reissner-Nordström space-time for which, the null, weak, dominant and
strong energy conditions are verified.

7.5.3.3 Energy conditions of overcharged electric thin shells

Lastly, in the overcharged case of Figure 16a, we conclude that if the radial coordinate of the shell is greater

or equal to RI′ , Eq. (7.68), it is possible to have overcharged thin shells with a Minkowski flat core that verify

the null, weak and dominant energy conditions. If the radial coordinate of the shell is also greater or equal to

Q2/M then all the studied energy conditions are verified by this type of thin shells. As for shells in the case

of Figure 16b we see that the null, weak and dominant energy conditions are always verified and the strong

energy condition is verified for shells with R ≤ Q2/M .

These results for the strong energy condition indicate that in the overcharged Reissner-Nordström space-

time the singularity is repulsive in a core region with r < Q2/M . This result extends that of Refs. [201, 202,

205] where it was found that the non-extremal and extremal cases are characterized by a repulsive region

delimited, respectively, by the Cauchy or event horizon. Here, although there are no horizons, we see that the

same conclusion holds. To our knowledge, this was first realized in Ref. [208] when studying the radial motion

of infalling particles in a Kerr-Newmann space-time, although the authors did not discuss the limiting radius of

the repulsive region. We also highlight the discussion in Refs. [209, 210], where the former wrongly showed

that there was no repulsion in the Reissner-Nordström space-time and the latter corrected the conclusion.

Here we confirm that conclusion and find the limiting radius of the repulsive region.
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7.6 Conclusions

In this last chapter, we studied the possibility of generating a Reissner-Nordström space-time by a thin matter

shell with a Minkowski core. By considering the maximum analytical extension of the Reissner-Nordström

space-time, this setup lead to a plethora of possible solutions of the Einstein field equations, depending on

the properties of the matter fluid.

Indeed, either in the non-extremal, extremal or overcharged cases we found scenarios where for an ob-

server exterior to the shell, locally, the geometry of the space-time is indistinguishable from that of the Reissner-

Nordström model, generated by a central charged mass. In the non-extremal case, the formalism provided

the possibility of regularizing the space-time, either removing the central singularity by placing the shell in a

region outside the event horizon or inside the Cauchy horizon, although in the latter case, the matter fluid

composing the shell will always violate the pointwise versions of the null, weak, strong and dominant energy

conditions. The same conclusions hold in the case of extremal shells inside the event horizon.

It was also considered the possibility of having a shell separating a Minkowski and a Reissner-Nordström

space-times such that the circumferential radius function would decrease in the direction of each sub-space. In

these cases, we could have either the presence of an event horizon or a naked singularity. In the former, it was

found that the strong energy condition must always be violated; whereas, surprisingly, in the latter scenario,

it is always possible to find domains for the shell’s properties where all the considered energy conditions are

verified.
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Appendix A

Divergence of the Weyl tensor

Given a 4-tensor field ψαβγδ in a 4–dimensional Lorentzian manifold, such that

ψαβγδ = ψ[αβ]γδ ,

ψαβγδ = ψαβ[γδ] ,
(A.1)

that is, anti-symmetric in the first and second pair of indices, we define the left and right Hodge dual, respec-

tively, as
∗ψαβγδ =

1

2
εαβ

µνψµνγδ ,

ψ∗
αβγδ =

1

2
ψµνγδ ε

µν
γδ ,

(A.2)

where εαβγδ represents the Levi-Civita volume form, Eq. (2.15). Note that the left and right Hodge dual is well

defined for any 4-tensor field, not only those that verify Eqs. (A.1), however, this requirement guarantees that

the mapping is invertible, that is, no information is lost and applying the left (right) dual twice, returns the

same tensor — up to a sign.

Now, using the fact that the Weyl tensor is trace-free and the properties of the Levi-Civita volume form,

Eqs. (2.18) – (2.21), we have the following identity

∗C∗
αβγδ =

1

4
εαβ

µνCµνρσε
ρσ
γδ = −Cγδαβ . (A.3)

Defining the quantities
gαβγδ ≡ gα[γ g δ]β ,

Eαβγδ ≡ Rα[γ g δ]β −Rβ[γ g δ]α,
(A.4)

we have that
∗g∗αβγδ = −gαβγδ ,
∗E∗

αβγδ = Eγδαβ −Rgγδαβ ,
(A.5)
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where R represents the Ricci scalar.

Equations (A.3) – (A.5) can now be used to find an expression for the divergence of the Weyl tensor in

terms of the Riemann and torsion tensor. Defining

Qαβγδρ = 2S[αβ|
σR|γ]σδρ , (A.6)

the second Bianchi identity, Eq. (2.13),

∇µ
∗R∗µνγδ =

1

4
εαβσνQαβσλρε

λργδ . (A.7)

Substituting Eqs. (2.22), (A.3) and (A.5) in Eq. (A.7) we find

∇αC
γδβα =

1

4
εµνλβQµνλσρε

σργδ −∇α

(
Rγ[α g β]δ −Rδ[α g β]γ − 2

3
Rgγ[α g β]δ

)
. (A.8)

Using the following relation

∇αR− 2∇µRα
µ = 3Qαµν

µν , (A.9)

found from contracting the second Bianchi identity, Eq. (A.8) then yields

∇αC
γδβα =

1

4
εµνλβQµνλσρε

σργδ+

+
3

2
gβ[δQγ]µν

µν +∇[δRγ]β − 1

6
gβ[γ∇ δ]R .

(A.10)
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Appendix B

Computation of the limit of R2R′ in

Szekeres space-times

In the proof of Lemma 5.1 we have used the result that, when τc (r) exists, then limτ→τc(r)R
2R′ = 0.

Since this result plays a key role in that proof, here we summarize the solutions of the generalized Friedmann

equation, Eq. (5.33) (also Eq. (5.41)) and show how they can be used in the proof.

The solutions to Eq. (5.33) can be separated in various sub-families depending on the combination of the

signs of the functions M (r) and f (r). It can be easily seen that not all solutions are real (e.g. the case of

M (r) , f (r) < 0). The solutions of interest are then [136]:

for f (r) < 0 andM (r) > 0 ,

R (τ, r) = −2
M (r)

f (r)
cos2 (η) , η +

1

2
sin (2η) =

√
−f (r)3

2M (r)
(τ − τ0 (r)) ; (B.1)

for f (r) > 0 andM (r) < 0 ,

R (τ, r) = −2
M (r)

f (r)
cosh2 (η) , η +

1

2
sinh (2η) =

f (r)
3
2

−2M (r)
(τ − τ0 (r)) ; (B.2)

for f (r) > 0 andM (r) > 0 ,

R (τ, r) = 2
M (r)

f (r)
sinh2 (η) ,

1

2
sinh (2η)− η =

f (r)
3
2

2M (r)
(τ − τc (r)) ; (B.3)
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for f (r) > 0 andM (r) = 0 ,

R (τ, r) =
√
f (r) (τ − τc (r)) ; (B.4)

for f (r) = 0 andM (r) > 0 ,

R (τ, r) =

(
9M (r)

2

) 1
3

(τ − τc (r))
2
3 ; (B.5)

for f (r) = 0 andM (r) = 0 ,

R (τ, r) = const. ; (B.6)

where some functional dependencies were omitted to simplify the notation.

Now, for the cases represented by Eqs. (B.4) – (B.5), the computation of limτ→τc(r)R
2R′ can be done

directly and verified to be zero.

Let us consider the case where f (r) < 0 andM (r) > 0, Eq. (B.1). Taking the derivative with respect

to r of the parametric equation for η (τ, r) we find

∂η

∂r
=

1

1 + cos (2η)
∂

∂r


√
−f (r)3

2M (r)
(τ − τ0 (r))

 . (B.7)

On the other hand,

R′ = − ∂

∂r

(
2M (r)

f (r)

)
cos2 (η) + 4

M (r)

f (r)
cos (η) sin (η)

∂η

∂r
. (B.8)
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Then, using Eqs. (B.1), (B.7) and (B.8), we find

lim
τ→τc(r)

R2R′ = lim
η→π

2

(
2M (r)

f (r)

)2

cos4 (η)×

×

4M (r)

f (r)

∂

∂r


√
−f (r)3

2M (r)
(τ − τ0 (r))

 cos (η) sin (η)
1 + cos (2η)

− ∂

∂r

(
2M (r)

f (r)

)
cos2 (η)


= −8

(
M (r)

f (r)

)3

lim
η→π

2

cos3 (η) sin (η)
∂

∂r


√

−f (r)3

2M (r)
(τ − τ0 (r))


= 0 ,

(B.9)

if the limit exists.

For the cases of f (r) > 0 andM (r) < 0, and f (r) =M (r) = 0 we see, from Eqs. (B.2) and (B.6),

that the function R (τ, r) is never zero, hence τc (r) does not exist.

In the case of f (r) > 0 and M (r) > 0, Eq. (B.3), the considered limit can be computed similarly to

the case of f (r) < 0 andM (r) > 0 and, as in Eq. (B.9), the result is also zero.
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Appendix C

1+1+2 covariant quantities and Buchdahl

limit

C.1 Covariantly defined quantities for the derivatives of the tan-

gent vectors

Using the definitions of the projector operators onto the hypersurfaces V and W defined in Chapter 6 let us

show how the covariant derivatives of the tangent vector fields u and e can be uniquely decomposed in their

components along u, e and W .

C.1.1 Decomposition on the sheet W

Let us first consider the projected covariant derivatives of the tensors u and e on the sheet. These can be

uniquely decomposed as

δαuβ ≡ Nα
σNβ

γ∇σuγ =
1

2
Nαβ θ̃ + Σαβ + εαβΩ , (C.1)

where
θ̃ = δαu

α ,

Σαβ = δ{αuβ} ,

Ω =
1

2
εσγδσuγ ,

(C.2)

and

δαeβ =
1

2
Nαβϕ+ ζαβ + εαβξ , (C.3)
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with
ϕ = δαe

α ,

ζαβ = δ{αeβ} ,

ξ =
1

2
εσγδσeγ ,

(C.4)

where the curly brackets represent the projected symmetric part without trace of a tensor in W , that is, for a

tensor ψαβ ,

ψ{αβ} =

[
Nµ

(αNβ)
ν − Nαβ

2
Nµν

]
ψµν . (C.5)

and we used the volume 2-form εαβ , Eq. (6.4), to write a completely anti-symmetric tensor defined on the

sheet, ψ[αβ], as

ψ[αβ] = εαβ

(
1

2
ϵγσψγσ

)
. (C.6)

C.1.2 Decomposition on V

The decomposition of the projected covariant derivatives of u onto V , is given by

Dαuβ = hσαh
γ
β∇σuγ =

1

3
hαβθ + σαβ + ωαβ , (C.7)

with

θ = hαβDαuβ , (C.8)

σαβ = D⟨αuβ⟩ , (C.9)

ωαβ = hσ [αhβ]
γDσuγ , (C.10)

where we used the angular brackets to represent the projected symmetric part without trace of a tensor on V ,

Eq. (2.52), that is, for a tensor, ψαβ ,

ψ⟨αβ⟩ =

[
hµ(αhβ)

ν − hαβ
3
hµν
]
ψµν . (C.11)

Notice that in the presence of a torsion tensor field characterized by a non-nullWαβ component, Eq. (2.43),

the quantities θ, σαβ and ωαβ do not represent the kinematical quantities defined in Eq. (2.36).

The scalar and tensor quantities in Eqs. (C.8) – (C.10) can themselves be further decomposed in their

contributions exclusively on W and along e, such that

θ = θ̃ + θ̄ , (C.12)
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where θ̃ is defined in Eq. (C.2) and

θ̄ = −uβ
(
eαDαe

β
)
= −uβ êβ ; (C.13)

σαβ = Σαβ + 2Σ(αeβ) + Σ

(
eαeβ −

1

2
Nαβ

)
, (C.14)

with
Σαβ = σ{αβ} ,

Σα = Nγ
αe

βσγβ ,

Σ = eαeβσαβ = −Nαβσαβ ,

(C.15)

and

ωαβ = εαβΩ− εαλω
λeβ + eαεβλω

λ , (C.16)

where Ω is given in Eq. (C.2) and

ωλ =
1

2
εµνλDµuν , (C.17)

which can be itself decomposed as

ωλ = Ωeλ + Ωλ ,with Ωλ = Nλ
αω

α =
1

2
Nλ
αε

µναDµuν , (C.18)

therefore, equivalently,

ωαβ = εαβγ (Ωe
γ + Ωγ) . (C.19)

The quantities θ, Σ, θ̃ and θ̄ are not independent, in fact:

θ̄ =
1

3
θ + Σ , (C.20)

θ̃ =
2

3
θ − Σ ; (C.21)

as such, when setting up the 1+1+2 formalism only two are chosen. The convention followed here uses the

variables θ and Σ.

For the projected covariant derivative of the vector field e on V we have

Dαeβ = hα
σhβ

γ∇σeγ = δαeβ + eαāβ , (C.22)

where δαeβ is given by Eq. (C.3) and

āα = eµDµeα = êα . (C.23)
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C.1.3 Decomposition on the full manifold

Finally, we can decompose the total covariant derivatives of u and e, such that

∇αuβ = −uα (Aeβ +Aβ) +Dαuβ , (C.24)

with
A = −uγuµ∇µe

γ = −uγ ėγ ,

Aα = Nαβu̇
β ,

(C.25)

and

∇αeβ = Dαeβ − uααβ −Auαuβ +
[
1

3
θ + Σ

]
eαuβ+

+ [Σα − εασΩ
σ]uβ , (C.26)

where

αµ = hσµėσ . (C.27)

C.2 Gaussian curvature of the sheet

Here we will define and find the relation between the Gaussian curvature of the 2-hypersurface W and the

covariantly defined quantities of the 1+1+2 formalism in the presence of a torsion tensor field in the context of

the ECSK theory. For this, we will need first to find the definition of the Gaussian curvature and its relation with

the Riemann curvature tensor of a manifold of dimension 2. Moreover, we will also need to find the projected

components of the Einstein tensor onto an hypersurface. This results will be presented in a completely general

setting; then we will apply them to the particular case of an LRS II space-time, permeated by a Weyssenhoff

fluid in the context of the ECSK theory.

C.2.1 Uniqueness of the Riemann tensor

Given a Lorentzian manifold (M, g, S) and a point q ∈ M, let Υ be a sub-space of dimension 2 of TqM.

Then, we define the sectional curvature of Υ, KS (Υ), as

KS (Υ) :=
RαβγδY

αZβY γZδ

YµY µZνZν − (YµZµ)2
, (C.28)

where Y, Z ∈ TqM are two linearly independent vectors and Rαβγδ are the components of the Riemann

tensor of (M, g, S) in a coordinate system.
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Now, if (M, g, S) is of dimension 2, we have that the Riemann tensor verifies the following relations

Rαβγδ = −Rβαγδ ,

Rαβγδ = −Rαβδγ ,

Rαβγδ = Rγδαβ ,

R[αβγ]
δ = 0 .

(C.29)

In particular, we see that the first Bianchi identity reduces to the familiar relation for torsionless space-times

(compare with Eq. (2.12)). This a consequence of the manifold being assumed to be of dimension 2 and

is valid whether the torsion tensor is null or not. This, then, allows us to find the familiar result (cf., e.g.,

Ref. [211])

Proposition C.1. Let (M, g, S) be a Lorentzian manifold of dimension 2. The Riemann curvature tensor

at a point q ∈ M is uniquely determined by the values of the sectional curvature of 2-dimensional sub-spaces

of TqM.

Notice that in the presence of torsion, the result in Proposition C.1 is valid only for manifolds of dimension

2, hence it is a weaker result than the case of torsionless manifolds.

In the case where M is of dimension 2, the sectional curvature (C.28) is called the Gaussian curvature

which we will represent by KG, and, at the light of Proposition C.1, it is related with the Riemann curvature

tensor by

Rαβγδ = KG (gαγgβδ − gαδgβγ) . (C.30)

C.2.2 Projected components of the Einstein tensor onto an hypersurface

Let (M, g, S) be a Lorentzian manifold of dimension 4 admitting the existence of an hypersurface orthogonal

congruence of affinely parameterized curves with tangent vector n, such that nαnα = ϵ and ϵ ∈ {−1, 1},
that is, the congruence might be time-like or space-like. Following the results of Chapter 3, let us find some

of the projected components of the Einstein tensor

Gαβ = Rαβ −
1

2
gαβR , (C.31)

along n and onto the hypersurface N , to which the congruence is orthogonal to.1

Assuming {ea} to be the tangent vectors to N at a point and hab be the components of the induced

1Here we will call the sub-manifold to which the congruence is orthogonal to, at each point, as N in contrast with the notation of Chapter 3 to avoid confusion
with the 1+1+2 case, where V refers to the hypersurface to which the time-like congruence with tangent vector u is orthogonal to.
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metric, from Eqs. (3.30) and (3.31) we find2

Gαβn
αnβ = − ϵ

2
habhmneαae

µ
me

β
b e

ν
nRαµβν . (C.32)

Then, using the Gauss embedding equation (3.26)

Gαβn
αnβ =

ϵ

2

{
ϵK2 − ϵKabK

ba − 3R
}
, (C.33)

where Kab represents the extrinsic curvature of N , K ≡ Ka
a and 3R is the induced Ricci scalar of N .

On the other hand,

Gαβe
α
b n

β = haceαae
β
b e

γ
cRαβγδn

δ , (C.34)

or, using the Codazzi equation (3.27),

Gαβe
α
b n

β = DaKb
a −DbK − 2Sb

cdKdc , (C.35)

where Sabd are the components of induced torsion tensor on N and Da is the induced covariant derivative,

associated with hab and Sabd.

C.2.3 Gaussian curvature in the 1+1+2 formalism

We are now in position to find the relation between the Gaussian curvature of the 2-sheet to which the con-

gruences associated with u and e are orthogonal. We remark a slight change of notation in this sub-section:

here lower case Latin letters run from 1 to 3 and will be used to indicate the components of a tensor field in

a coordinate system defined in an open neighborhood of a point on V ; ea represents the components of the

vector field e on V ; we will refer to the tangent vectors to W , orthogonal to both u and e, as {e2, e3} and

capital Latin letters {A,B} run from 2 to 3.

Taking into account the 1+1+2 decomposition of the covariant derivative of u, Eq. (6.6), and the definition

of extrinsic curvature, Eq. (3.20), we can write the extrinsic curvature of V , as

3Kab =Nab

(
1

3
θ − 1

2
Σ

)
+

(
1

3
θ + Σ

)
eaeb + Σab + 2Σ(a e b) + εabΩ− 2e[a ε b]dΩ

d , (C.36)

and
3K = θ , (C.37)

where Nab are the components of the induced projector tensor Nαβ onto V . Substituting Eqs. (C.36) and

(C.37) in Eq. (C.33) — identifying n ≡ u in that equation — and using the field equations of the ECSK theory

2We highlight that in this case, Greek indices run from 0 to 3 and Latin indices run from 1 to 3.
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for a vanishing cosmological constant, Eq. (6.17), we find

3R = 16πµ− 2

3
θ2 +

3

2
Σ2 + ΣabΣ

ab + (ΣaΣ
a)2 − 2Ω2 − 2ΩaΩa . (C.38)

Let us pause here and emphasize that Eqs. (C.36) – (C.38) are well defined only if u is hypersurface orthogonal,

that is, when it verifies Lemma 4.1.

Continuing, let us now relate the extrinsic curvature of the 2-sheetW with the covariantly defined quantities

of the 1+1+2 decomposition formalism. From Eq. (6.7) we find

2KAB =
1

2
NABϕ+ ζAB + εABξ , (C.39)

and
2K = ϕ , (C.40)

where NAB and εAB are, respectively, the components of the induced metric and the 2-volume form on

W . We shall highlight that we have not yet imposed the space-time to be LRS II nor have we imposed any

restrictions on the torsion tensor, other than assuming implicitly the conditions of the Frobenius’ theorem.

Hence, in Eqs. (C.39) we have not set ξ to zero as that follows as a consequence of the space-time being

imposed to be LRS II and endowed with a Weyssenhoff-like torsion.

From Eq. (3.33) — identifying n ≡ e in that equation — and Eq. (C.30), we then find the following relation

between the Ricci scalar of the hypersurface V and the Gaussian curvature of W ,

3R =2KG − 3

2
ϕ2 + ζABζ

AB + 2ξ2 + 2Daa
a − 2ϕ̂− 4Sc

abecDbea , (C.41)

Equations (C.38) and (C.41) then allows us to find a relation between the Gaussian curvature of the 2-sheet

and the covariantly defined quantities of the 1+1+2 formalism. In the particular case of an LRS II space-time

permeated by a Weyssenhoff fluid, in the context of the ECSK theory we find

KG =
8π

3
µ− E +

1

4
ϕ2 − τ 2 , (C.42)

which, matches Eq. (6.57) in the case when the congruence associated with e is hypersurface orthogonal,

that is, when Ω = τ .

C.3 Buchdahl limit

For ease of comparison with the classical result for the Buchdahl limit, in this appendix we will make the

computations in a particular coordinate system. Let us start by finding relations between the covariantly

defined quantities ϕ and A and the metric components of the space-time.
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Given a static, spherically symmetric space-time, it admits a line element of the form

ds2 = −f (r) dt2 + g (r) dr2 + r2
(
dθ2 + sin2 (θ) dφ2

)
. (C.43)

In such coordinate system the components of the unit vector field u, tangent to the curves of constant coor-

dinates r, θ and φ, are given by

uα =
1√
f (r)

δαt , (C.44)

whereas, the components of the unit vector field e, tangent to the curves with coordinates t, θ and φ constant,

are given by

eα =
1√
g (r)

δαr . (C.45)

On the other hand, given that K, Eq. (6.57), represents the Gaussian curvature of the 2-surface orthogonal

to both u and e, we have that in this coordinate system

K (r) =
1

r2
. (C.46)

From the definitions and Eqs. (C.43) – (C.45), the tt and rr components of the metric, f (r) and g (r),

are related with the functions A and ϕ by

A (r) =
1

2f (r)
√
g (r)

d f (r)

dr
, (C.47)

ϕ (r) =
2

r
√
g (r)

. (C.48)

We are now in position to derive the generalized Buchdahl limit.

Consider two static, spherically symmetric space-times: M− andM+, smoothly matched at a common

boundary S . The interior space-time, M−, is assumed to be a solution of the structure equations (6.84) –

(6.92), for a matter fluid with corrected energy density function

µ̃ (r) ≡ 8πµ (r)− δ2 (r) , (C.49)

such that µ̃ (r) ≥ 0 and dµ̃/dr ≤ 0. The exterior space-time, M+, is described by the Schwarzschild

vacuum solution.

Let us start by finding a formal general expression for the covariant quantity ϕ (r), Eq. (C.4). Integrating

Eqs. (6.60) and (6.87) we find,

ϕ (r) =
2

r

√
1− 2m (r)

r
, (C.50)
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where we have chosen the positive sign for ϕ (r) and

m (r) =
1

2

∫ r

0

µ̃ (x) x2 dx , (C.51)

is usually dubbed mass function.

Now, in the static case and using the circumferential radius as parameter for the integral curves of e,

Eqs. (6.46) and (6.86) read
r

2
ϕ (r) p̃,r = −A (µ̃+ p̃) ,

p̃ = Aϕ−K +
1

4
ϕ2 ,

(C.52)

where p̃ (r) ≡ 8πp (r) − δ (r)2, represents the corrected pressure. Let us remark that Eqs. (C.52) have

the same form as those used in Ref. [1] so, all results in that reference are also valid for the corrected energy

density and pressure. Notwithstanding, for completeness we shall make the derivation for the maximum

amount of mass a star with constant radius and decreasing corrected energy density can hold, here.

From Eqs. (C.46) – (C.52), we have

d

dr

[
1

r
√
g

d

dr

√
f

]
=
√
g f

d

dr

(
m (r)

r3

)
, (C.53)

where we have omitted some functional dependencies to avoid saturating the expression. Now, assuming

that dµ̃/dr ≤ 0, the quantity m (r) /r3 must also be a monotonically decreasing function, hence, from

Eq. (C.53)
d

dr

[
1

r
√
g

d

dr

√
f

]
≤ 0 . (C.54)

Therefore, we can write
1

r
√
g (r)

d
√
f

dr
(r) ≥ 1

r0
√
g (r0)

d
√
f

dr
(r0) , (C.55)

for any r < r0. Now, let the matching surface S to be orthogonal to the integral curves of e and r0 represent

the value of the circumferential radius of S . Assuming that the interior and exterior space-times are smoothly

matched, we can then use the line element of the exterior Schwarzschild space-time

ds2+ = −
(
1− 2M

R

)
dT 2 +

(
1− 2M

R

)
dR2 +R2

(
dΘ2 + sin2 (Θ) dΦ2

)
, (C.56)

to compute the RHS of Eq. (C.55). Let us remark that Eqs. (3.52) – (3.54) not only guarantee that observers

in M− and M+ agree with the induced metric at S but also that the jumps of the derivatives of the metric
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components of M− or M+ are zero (see proof of Proposition 3.2). Therefore, Eq. (C.55) reads

1

r
√
g (r)

d
√
f

dr
(r) ≥ M

r30
, (C.57)

where the Schwarzschild parameter agrees with the value of the mass function, Eq. (C.51), at r0, that is:

M = m (r0). Using Eqs. (C.48), (C.50) and (C.57) we have

√
f (0) ≤

(
1− 2M

r0

) 1
2

− M

r30

∫ r0

0

r√
1− 2m(r)

r

dr , (C.58)

where to find the first term of the RHS we have used the line element (C.56) and, again, the fact that the

induced metric at S is the same. Now, since we assume dµ̃/dr ≤ 0, the value of the mass function,

Eq. (C.51), must be greater or equal to the value it would have if µ̃ was constant, hence,

m (r) ≥ M

r30
r3 . (C.59)

Then, using the inequality (C.59) in (C.58), we find

√
f (0) ≤

(
1− 2M

r0

) 1
2

− M

r30

∫ r0

0

r√
1− M

r30
r3
dr =

3

2

√
1− 2M

r0
− 1

2
. (C.60)

Since
√
f (0) is a non-negative function, the RHS can not be negative, hence,

M

r0
≤ 4

9
, (C.61)

which, formally, matches the expression found in Ref. [1].
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Appendix D

Kruskal-Szekeres coordinates and extrinsic

curvature of static shells in the

Reissner-Nordström space-time

D.1 Kruskal-Szekeres coordinates of the Reissner-Nordström

space-time

D.1.1 General formalism for a static spherically symmetric space-time

In this appendix we shall construct two coordinate systems for the Reissner-Nordström space-time, each well

behaved in a neighborhood of the event horizon, r = r+, or in a neighborhood of the Cauchy horizon, r = r−,

which, together, cover the Reissner-Nordström space-time. To find these new coordinate systems we shall use

the formalism introduced in Ref. [201] which we shall quickly present.

Given a static, spherically symmetric space-time whose line element can be written in the form

ds2 = −Φ (r) dt2 + Φ−1 (r) dr2 + r2dΩ2 , (D.1)

where the function Φ (r) is assumed to have zeros or poles representing pseudo-singularities, which can be

removed by a change of coordinates, let us determine a simultaneous transformation of the coordinates r and

t to new coordinates X (r, t) and T (r, t) such that the line element can be written as

ds2 = f 2 (X,T )
(
dX2 − dT 2

)
+ r2 (X,T ) dΩ2 , (D.2)

where f 2 (X,T ) is to be regular in a sub-region covered by the coordinates X and T .
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Comparing Eqs.(D.1) and (D.2) it is found that [201]

X = h (r∗ + t) + g (r∗ − t) ,

T = h (r∗ + t)− g (r∗ − t) ,
(D.3)

with

dr∗ = Φ−1 (r) dr , (D.4)

h and g are arbitrary functions of one variable and

f 2 =
Φ(r)

4h′ (r∗ + t) g′ (r∗ − t)
, (D.5)

where prime denotes differentiation with respect to the functions variable.

In order to f 2, in Eq. (D.5), be non singular, any singularity in the numerator Φ (r) must be canceled by

the denominator, for all t. Assuming Φ to have only poles of order 1, setting

h (r∗ + t) = Aeγ(r
∗+t) ,

g (r∗ − t) = B eγ(r
∗−t) ,

(D.6)

where the scale factors A,B ∈ C, it is possible to choose a value for the constant γ such that f 2 is regular

and positive throughout the region covered by the coordinate patch. Substituting Eq. (D.6) in Eqs. (D.3) and

(D.5) we find

f 2 =
Φ(r) e−2γr∗

4ABγ2
, (D.7)

and
X (r, t) = Aeγ(r

∗+t) +B eγ(r
∗−t) ,

T (r, t) = Aeγ(r
∗+t) −B eγ(r

∗−t) ,
(D.8)

in terms of the coordinates r and t. From Eq. (D.8) we can find the inverse transformation and define the

coordinate r, implicitly, in terms of the coordinates X and T , such that

X2 − T 2 = 4AB e2γr
∗
. (D.9)

Lastly, since f 2 in Eq. (D.7) depends on the values of A and B, the scale-factors have to be chosen in

such a way that f 2 is positive. Moreover, given that the transformation between the coordinates {t, r} and

{T,X} depend onA andB, these must be chosen such that the coordinatesX and T take only real values.
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D.1.2 Removal of the coordinate singularity at the event horizon

Having introduced the general formalism, we can apply it to the specific case of the Reissner-Nordström

space-time. In this case, the line element in terms of the coordinates {t, r} is given by:

ds2 = −Φ (r) dt2 + Φ−1 (r) dr2 + r2dΩ2 , (D.10)

with

Φ (r) = 1− 2M

r
+
Q2

r2
=

(r − r−) (r − r+)

r2
, (D.11)

and

r± =M ±
√
M2 −Q2 . (D.12)

From Eq. (D.11), in these coordinates we see that the line element for the non-extremal case Reissner-

Nordström space-time (M2 > Q2) contains two coordinate singularities at r = r− and at r = r+. Then,

using the formalism of subsection D.1.1, two coordinate patches need to be found, each well defined in the

neighborhood of each of the pseudo-singularities. Notice, however, that there is a common region where both

coordinate patches overlap.

Let us first find a coordinate patch that covers a neighborhood of the pseudo-singularity at r = r+. Using

Eq. (D.4), in the case of the Reissner-Nordström model, r∗ is given by:

r∗ = r +R+ log
(
r − r+
2M

)
−R− log

(
r − r−
2M

)
, (D.13)

where we have set the value of the integration constant to 2M and

R± =
r2±

r+ − r−
. (D.14)

To remove the coordinate singularity at r = r+ we will impose the constant γ that appears in Eqs. (D.6)

– (D.9) to take the following value

γ =
1

2R+

. (D.15)

Substituting Eqs. (D.13) and (D.15) in Eq. (D.7) we find

f 2 =
4M2R2

+

AB r2
e
− r

R+

(
r − r−
2M

)1+(r−/r+)
2

, (D.16)

which is well behaved near the event horizon at r = r+.

As was stated in the previous section, the choice of the scale-factors A and B is quite arbitrary and we

shall impose their values to be such that in the limit when the electric charge Q goes to zero we recover the

Kruskal-Szekeres coordinates defined in Ref. [65] for the Schwarzschild space-time. So, the values for the
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scale-factors for the various regions are

I

A = 1/2

B = 1/2
, I′

A = −1/2

B = −1/2
,

II

A = −i/2

B = i/2
, II′

A = i/2

B = −i/2
.

(D.17)

We see that our choice for the scale-factors differs for each region. This is a consequence of the behavior of

the coordinates {t, r}, nonetheless, obviously, the geometry of the space-time is unaltered since, different

choices for the scale factor that obey the restrictions imposed in the previous section, give the same expression

for the metric, aside a conformal constant factor. Our choice, though, leaves the metric completely unaltered,

hence, substituting the various values for the scale-factors listed in Eq. (D.17) in Eq. (D.16) we get, for every

region covered by the coordinate patch,

f 2 =
16M2

r2
R2

+e
− r

R+

(
r − r−
2M

)1+(r−/r+)
2

. (D.18)

Substituting Eq. (D.17) in Eq. (D.9) allow us to write the inverse transformation for the coordinate r in terms

of the coordinates X and T as

X2 − T 2 = e
r

R+

(
r − r+
2M

)(
r − r−
2M

)−(r−/r+)
2

. (D.19)

For completeness, we shall also define the transformations for the coordinates {T,X} in terms of the

coordinates {t, r} for the various regions. Substituting Eqs. (D.15) and (D.17) in Eq. (D.8) we find

I

X = er/2R+
(
r−r+
2M

)1/2 ( r−r−
2M

)−R−/2R+ cosh
(

t
2R+

)
T = er/2R+

(
r−r+
2M

)1/2 ( r−r−
2M

)−R−/2R+ sinh
(

t
2R+

) ,

I′

X = −er/2R+
(
r−r+
2M

)1/2 ( r−r−
2M

)−R−/2R+ cosh
(

t
2R+

)
T = −er/2R+

(
r−r+
2M

)1/2 ( r−r−
2M

)−R−/2R+ sinh
(

t
2R+

) ,

II

X = er/2R+
(
r+−r
2M

)1/2 ( r−r−
2M

)−R−/2R+ sinh
(

t
2R+

)
T = er/2R+

(
r+−r
2M

)1/2 ( r−r−
2M

)−R−/2R+ cosh
(

t
2R+

) ,

II′

X = −er/2R+
(
r+−r
2M

)1/2 ( r−r−
2M

)−R−/2R+ sinh
(

t
2R+

)
T = −er/2R+

(
r+−r
2M

)1/2 ( r−r−
2M

)−R−/2R+ cosh
(

t
2R+

) .

(D.20)
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II

II '

II'

t =
-∞

t =
-∞ t

=
+∞

t
=
+∞

r
=
r +

r
=
r +

r =
r+

r =
r+

T

-T

X-X

II

Figure 20: Relation between the Kruskal-Szekeres coordinates {T,X} that cover a neighborhood of the event
horizon and the Schwarzschild coordinates {t, r}. The hyperbolas represent curves of constant r coordinate
while curves of constant t are straight lines through the origin.

This relations forX and T can be used to find the coordinate t as a function of these coordinates, such that:

t = 2R+ arctanh
(
T

X

)
, in regions I and I′,

t = 2R+ arctanh
(
X

T

)
, in regions II and II′.

(D.21)

These coordinate transformations are exhibited graphically in Figure 20.

D.1.3 Removal of the coordinate singularity at the Cauchy horizon

Let us now define a second coordinate patch where the coordinate singularity at r = r− is removed. In this

case the function r∗ is given by

r∗ = r +R+ log
(
r+ − r

2M

)
−R− log

(
r− − r

2M

)
. (D.22)

This change in the expression for the function r∗ — compared with Eq. (D.13) — should not come with surprise

since, as was stated in the previous subsection, the function r∗ is defined up to an integration constant which

shall be chosen such that the metric is real for each coordinate patch.
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Now, since we want to remove the coordinate singularity at r = r−, we shall impose

γ = − 1

2R−
. (D.23)

Substituting Eqs. (D.22) and (D.23) in Eq. (D.7) we find

f 2 =
4M2

AB r2
R2

−e
r

R−

(
r+ − r

2M

)1+(r+/r−)
2

. (D.24)

As in the previous subsection, we have now to choose the scale-factors A and B for the various sub-regions

covered by the second coordinate patch hence,

III

A = 1/2

B = 1/2
, III′

A = −1/2

B = −1/2
,

II

A = i/2

B = −i/2
, II′

A = −i/2

B = i/2
.

(D.25)

This choice for the scale-factors leaves the expression for the metric unaltered for the various sub-regions

covered by the coordinate patch, such that,

f 2 =
16M2

r2
R2

−e
r

R−

(
r+ − r

2M

)1+(r+/r−)
2

. (D.26)

Substituting Eq. (D.25) in Eq. (D.9) we find

X2 − T 2 = e
− r

R−

(
r− − r

2M

)(
r+ − r

2M

)−(r+/r−)
2

, (D.27)

which defines, implicitly, the coordinate r in terms of the coordinatesX and T . As in the previous subsection,

for completeness we shall define the transformations for the various sub-regions covered by the coordinate

patch that relate the coordinates {T,X} with the coordinates {t, r}. Substituting Eqs. (D.23) and (D.25) in
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Eq. (D.8) we find

III

X = e−r/2R−
(
r−−r
2M

)1/2 ( r+−r
2M

)−R+/2R− cosh
(
− t

2R−

)
T = e−r/2R−

(
r−−r
2M

)1/2 ( r+−r
2M

)−R+/2R− sinh
(
− t

2R−

) ,

III′

X = −e−r/2R−
(
r−−r
2M

)1/2 ( r+−r
2M

)−R+/2R− cosh
(
− t

2R−

)
T = −e−r/2R−

(
r−−r
2M

)1/2 ( r+−r
2M

)−R+/2R− sinh
(
− t

2R−

) ,

II′

X = e−r/2R−
(
r−r−
2M

)1/2 ( r+−r
2M

)−R+/2R− sinh
(
− t

2R−

)
T = e−r/2R−

(
r−r−
2M

)1/2 ( r+−r
2M

)−R+/2R− cosh
(
− t

2R−

) ,

II

X = −e−r/2R−
(
r−r−
2M

)1/2 ( r+−r
2M

)−R+/2R− sinh
(
− t

2R−

)
T = −e−r/2R−

(
r−r−
2M

)1/2 ( r+−r
2M

)−R+/2R− cosh
(
− t

2R−

) .

(D.28)

These relations can then be used to find the transformation that gives the coordinate t in terms of the coordi-

nates X and T , such that:

t = −2R− arctanh
(
T

X

)
, in regions III and III′,

t = −2R− arctanh
(
X

T

)
, in regions II and II′.

(D.29)

These coordinate transformations are exhibited graphically in Figure 21.

D.2 Extrinsic curvature as seen from M+ for the non-extremal

Reissner-Nordström space-time

Here we will make the derivation of the non-null components of the extrinsic curvature of the matching surface

S as seen form the exterior non-extremal Reissner-Nordström space-time. We shall present the cases where

the shell is outside the event horizon, with R > r+, and inside the Cauchy horizon, with R < r−, separately.

D.2.1 Thin shells outside the event horizon

As was stated in subsection 7.3.1.1, assuming the matching surface to be time-like, static and spherically

symmetric, the non-null components of the extrinsic curvature of the matching hypersurface S are given by

Eqs. (7.13) – (7.15). Anticipating some of the intermediate results, we shall first find the derivative of the radial

coordinate r in order to the coordinates {X,T}. Taking the derivative of Eq. (7.22) in order to X and T
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Figure 21: Relation between the Kruskal-Szekeres coordinates {T,X} that cover a neighborhood of the
Cauchy horizon and the Schwarzschild coordinates {t, r}. The hyperbolas represent curves of constant r
coordinate while curves of constant t are straight lines through the origin. The thick black line represent the
singularity at r = 0.

independently, we find
∂r

∂X
=
g
XX

2R+

X , (D.30)

∂r

∂T
= − g

XX

2R+

T . (D.31)

From which, in particular, we get the following relation:

∂r

∂T
= − T

X

∂r

∂X
. (D.32)

To compute the Christoffel symbols associated with the metric (7.20) we need to find the derivatives of

the metric components. Using Eqs. (D.30) – (D.32) we find

∂
X
g
XX

=
(g

XX
)2

r − r−

r+ − r−
2r4+

[
2
r2+r−
r

− (r+ − r−) (r+ + r)

]
X , (D.33)

∂
X
g
TT

= −∂
X
g
XX

, (D.34)

∂
T
g
XX

= − T

X
∂

X
g
XX

, (D.35)

∂
T
g
TT

=
T

X
∂

X
g
XX

, (D.36)

where Eqs. (D.34) – (D.36) resulted only from Eq. (D.32) and the fact that the metric components in Eq. (7.20)
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are related by

g
TT

= −g
XX

. (D.37)

Equations (D.33) – (D.36) can now be used to find the Christoffel symbols needed to compute the com-

ponentKττ of the extrinsic curvature, Eq. (7.13). So,

Γ
X

XX
=

g
XX

4r4+

r+ − r−
r − r−

[
2
r2+r−
r

− (r+ − r−) (r+ + r)

]
X , (D.38)

Γ
X

TT
= Γ

X

XX
, (D.39)

Γ
X

XT
= Γ

X

TX
= − T

X
Γ

X

XX
, (D.40)

Γ
T

TT
= − T

X
Γ

X

XX
, (D.41)

Γ
T

XX
= − T

X
Γ

X

XX
, (D.42)

Γ
T

TX
= Γ

T

XT
= Γ

X

XX
, (D.43)

where, again, Eqs. (D.39) – (D.43) were found only by considering Eqs. (D.32) and (D.37). Substituting

Eqs. (D.39) – (D.43) in Eq. (7.16) we find that components a
X

and a
T

of the acceleration vector field are

given by

a
X

=
dU

X

dτ
+
X2 − T 2

T 2
Γ

X

XX
U

X

U
X

, (D.44)

aT =
dU

T

dτ
+
X2 − T 2

X T
Γ

X

XX
U

X

U
X

, (D.45)

where the repetition of the indices does not mean summation but actual products of the components. Substi-

tuting Eq. (7.30) in Eqs. (D.44) and (D.45) we find:

aX =
dU

X

dτ
+ g

XX

Γ
X

XX
, (D.46)

aT =
dU

T

dτ
+ g

XX

Γ
X

XX

T

X
. (D.47)

We are now in position to compute theKττ component of the extrinsic curvature. Substituting Eqs. (7.34),

(D.46) and (D.47) in Eq. (7.13) and using Eq. (7.25) yields

(+)Kττ = −sign (X)

√
g
XX

X2 − T 2

(
g

XX

+ g
XX

Γ
X

XX

X2 − T 2

X

)
. (D.48)
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Then, using Eqs. (7.20), (7.22) and (D.38) in Eq. (D.48) we get

(+)Kτ
τ =

sign (X)

2R2Υ

(
r+ + r− − 2

r−r+
R

)
, (D.49)

where the induced metric in Eq. (7.9) was used to raise the indices and

Υ =

√
(R− r+) (R− r−)

R2
. (D.50)

To find the other non-null components of the extrinsic curvature of Σ,Kθθ andKφφ, we have to compute

the remaining entries of the Christoffel symbols. Equations. (7.20) and (D.32) yield

ΓXθθ = −rgXX ∂r

∂X
, (D.51)

ΓTθθ = −rgXX T

X

∂r

∂X
, (D.52)

ΓXφφ = −r sin2 (θ) gXX ∂r

∂X
, (D.53)

ΓTφφ = −r sin2 (θ) gXX T

X

∂r

∂X
. (D.54)

Substituting Eqs. (D.30) and (D.51) - (D.54) in Eqs. (7.14) and (7.15) we find

(+)Kθ
θ =

(+)Kφ
φ =

sign (X)

2R+

√
g
XX

(X2 − T 2)

R
. (D.55)

D.2.2 Thin shells inside the Cauchy horizon

Let us now compute the non-null components of the extrinsic curvature of S for a thin shell inside the Cauchy

horizon. Similarly to the previous subsection, we have first to compute some intermediate quantities. Taking

the derivative to X and T , independently, of Eq. (7.48) we find

∂r

∂X
= − g

XX

2R−
X , (D.56)

∂r

∂T
=
g
XX

2R−
T . (D.57)

Although, the expressions for ∂r/∂X and ∂r/∂T are different from those found in subsection D.2.1,

Eqs. (D.30) and (D.31), are still related by Eq. (D.32).

Equations (7.47) and (D.56) yield

∂
X
g
XX

=
(g

XX
)2

2r4−

r+ − r−
r+ − r

[
2
r2−r+
r

+ (r+ − r−) (r + r−)

]
X . (D.58)

160



Now, since in this coordinate patch Eqs. (D.32) and (D.37) are still verified, the other relevant derivatives of

the metric components are also given by Eqs. (D.34) – (D.36), where g
XX

refers, in this case, to the XX

component of the metric in Eq. (7.47). From Eqs. (7.47) and (D.58) we find

Γ
X

XX
=
g
XX

4r4−

r+ − r−
r+ − r

[
2
r2−r+
r

+ (r+ − r−) (r + r−)

]
X . (D.59)

Unsurprisingly, the other entries of the Christoffel symbols in the form Γkij , where i, j, k ∈ {X,T}, are given

by Eqs. (D.39) – (D.43), which imply that the a
X

and a
T
components of the acceleration are also given by

Eqs. (D.44) and (D.45). Then, using Eq. (7.50) we find

a
X

=
dU

X

dτ
+ g

XX

Γ
X

XX
, (D.60)

a
T

=
dU

T

dτ
+ g

XX

Γ
X

XX

T

X
. (D.61)

Finally, substituting Eqs. (7.52), (D.60) and (D.61) in Eq. (7.13) we find

(+)Kττ = sign (X)

√
g
XX

X2 − T 2

[
g

XX

+ g
XX

Γ
X

XX

X2 − T 2

X

]
, (D.62)

which, using Eqs. (7.47), (7.48) and (D.59), leads to

(+)Kτ
τ =

sign (X)

2R2Υ

[
r+ + r− − 2

r−r+
R

]
, (D.63)

where the induced metric on Σ, Eq. (7.9), was used to raise the indices and Υ is given by Eq. (D.50).

All is left now is to find the Christoffel symbols necessary to compute the components (+)Kθθ and
(+)Kφφ

of the extrinsic curvature of S . However, since the angular part of the metric is the same for both coordinate

patches, the Christoffel symbols ΓXθθ, Γ
X
φφ, Γ

T
θθ and ΓTφφ are also given by Eqs. (D.51) – (D.54), which, in

conjunction with Eqs. (7.52), (D.56) and (D.57) yield

(+)Kθ
θ =

(+)Kφ
φ =

sign (X)

2R

√
g
XX

(X2 − T 2)

R−
. (D.64)
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