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Abstract

Ambient Intelligence (AmI) solutions are capable of acting autonomously to benefit human beings. This

field of investigation is directly related to other domains, aiming to improve user experience by developing

context-aware applications. Context information is naturally dynamic, uncertain, or incomplete. Thus, it is

crucial to study ways to handle problems in context data to build applications that run autonomously. The

main objective of this Ph.D. thesis is to identify elements that result in the characterization of uncertain

contexts. For that, sources and types of uncertainty in intelligent environments were identified. A framework

with three layers to validate context data was proposed. The first one defines an attribute grammar to

ensure the structure of the data. Restrictions (expressed as logical formulas) associated with the rules

of the grammar enforce the system to work with well-defined values. Pieces of context data should have

quality, be relevant and be complete to be used by a context-aware system. Thus, the second layer analyses

the quality of the data gathered by sensors. A set of premises was used to ensure the relevance of the

data regarding its quality and usefulness. The last layer tackles uncertainty (e.g., missing values, obsolete,

irrelevant, or ambiguous) and removes it from the context analysis. A classification provided by a decision

tree was used to grant relevant data to replace the faulty ones. Thus, the framework ensures that the

data being used to process context is well-structured, has high quality, and is as complete and updated as

possible. In worst-case scenarios, it can, at least, identifying the source of problems. The validation of the

proposal was conducted through a series of case studies developed based on two public datasets. Their

content refers to ordinary Activity Daily Living (ADL) tasks, and they were built with actual data collected

in test environments. Even considering that the datasets have distinct structures, the results evidenced

verified an improvement in the quality of the context data.

Keywords: Context awareness, identification of uncertainty, uncertainty handling.
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Resumo

Soluções de Ambient Intelligence (AmI) são capazes de actuar de forma autônoma em benefício do ser

humano. A área de investigação é relacionada a outros domínios para melhorar a experiência do usuário

através da criação de aplicações cientes do contexto. Informações de contexto são naturalmente dinâmi-

cas, incertas ou incompletas. Assim, é crucial estudar maneiras de lidar com problemas em dados para

construir aplicações que rodam de forma autônoma. O objetivo principal desta tese de doutoramento é

identificar elementos que resultam na caracterização de contextos incertos. Para isso, foram identificadas

fontes e tipos de incertezas em ambientes inteligentes. Um framework com três camadas para validar

dados de contexto foi proposto. O primeira define uma gramática de atributos para garantir a estrutura

dos dados. Restrições (expressas como fórmulas lógicas) associadas às regras da gramática obrigam o

sistema a funcionar com valores bem definidos. Dados de contexto devem ter qualidade, serem relevantes

e estarem completos para serem usados   por um sistema ciente de contexto. Assim, a segunda camada

analisa a qualidade dos dados coletados pelos sensores. Um conjunto de premissas foi usdo para garantir

a relevância dos dados quanto à sua qualidade e utilidade. A última camada trata a incerteza (e.g.,, valores

ausentes, irrelevantes ou ambíguos) e remove-a da análise de contexto. Uma árvore de decisão foi usada

para fornecer dados relevantes e substituir os defeituosos. A estrutura garante dados bem estruturados,

de alta qualidade e tão completos e atualizados quanto possível. No pior dos cenários, pode, pelo menos,

identificar a origem dos problemas. A proposta foi validada por meio de uma série de estudos de caso

desenvolvidos com base em dois datasets públicos, com tarefas comuns de atividades diárias (ADL). Fo-

ram criados com dados reais coletados em ambientes de teste. Mesmo considerando que os datasets

possuem estruturas distintas, os resultados evidenciaram uma melhora na qualidade dos dados.

Palavras-chave: Sensibilidade de contexto, identificação de incerteza, tratamento de incerteza.
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Introduction

A contextualization of the field of investigation approached in this document is described

here. Concepts about the main topics are presented. The problem of research with the

hypothesis to solve it is presented. The methodology used to develop the research follows

the main and specific objectives. Also, a running example is characterized aiming to

facilitate the understanding of the topics. At last, some relevant works that can be related

to this one are listed.

The paradigm of Ambient Intelligence (AmI) is getting special attention in researches due to the evolution

of hardware and software technologies and, consequently, new services to assist users are emerging. AmI

is directly connected to other fields like Intelligent Environments, which aims the development of systems

capable of observe, acquire and use data from the environment and from its users, seeking to improve

the experience among them (Cook and Das, 2007).

According to Cook et al. (2009), intelligent environments should be sensible, allowing the system

to identify the current state of entities and react under different situations, considering specially the user.

They must be adaptable, flexible and assume different behaviours to anticipate situations. The environment

should also be transparent, absorbing concepts of pervasive computing to work non-intrusively, avoiding the

explicit interaction with the user. Intelligent environments should have devices capturing and exchanging

data and helping system to adapt itself to situations, assuming characteristics of ubiquitous computing.

According to Aztiria et al. (2013), in intelligent environments the user is the focus for the development

of services. Considering this, AmI is directly related to the People-Centric Computing paradigm, which

aims to increase the participation of the user inside environments full of intelligent devices. This paradigm

supports the idea of users acting not only as final client, but also as contributors Delmastro et al. (2016).

Their actions are monitored and used as source of information to improve the system behaviour.

1



CHAPTER 1. INTRODUCTION

AmI is a result of the intersection of different fields of research. Artificial Intelligence (AI) is considered

one of the most influencers, once many of its issues have essential contribution to the consolidation of

AmI (Ramos et al., 2008). The intelligence of systems for these domains is related to Activity Learning

and Recognition (Sensoring/Perception), Context-Awareness, Knowledge Representation and Reasoning,

Multi-agent Systems and Actuation.

Another contribution of AI refers to the level of actuation. An environment should be smart enough

to influence its users, creating alternatives to assist them and incentive them to reach their goals. In this

field, robotics emerges as a contribution through autonomous robots specialized in perform specific tasks.

In addition to users’ assistance, robots also help the management of environment. At last, it is expected

the actuation of robots under an affective perspective, with social role, of companionship or emotional

assistance. Intelligent environments should have the ability of learning, not only from users’ needs or

requirements, but also, from the natural evolution of their preferences or desires. These domains learn

observing the user and their apprenticeship allows the development of dynamic environments (Novais and

Carneiro, 2016). Considering this, one of the main goals for the consolidation of context-aware systems

and intelligent environments is the development of applications that are aware of the user’s actions and

behaviour. Such paradigm aims to adapt the available technology for a better assistance, where computing

devices will be able not only to sense what the user is doing, but also, what he wants for the near future.

Thus, it is possible to conclude that intelligent environments have a high level of dynamism and should

be able to perceive, adapt and act properly in different situations. In other words, they should have a

system aware of the changes that occur in the context of the environment. According to Nugroho (2015),

context is an abstraction of environmental elements that have influence on the definition of the applications

behaviour.

Context-aware systems use events to evidence changes in the environment. When the system identifies

new states of entities, new events are created. Actions are defined as response to events and are used to

characterize the behaviour of applications or services. To develop context-aware systems it is necessary to

adapt the concept of event, allowing it to be programmed or manipulated by applications (Nugroho, 2015).

Context-aware systems use data provided by different types of sensors. The role of these sensors is

to monitor the environment and detect relevant data. Due to its dynamicity, information in intelligent envi-

ronment is naturally incomplete and, many times, ambiguous, outdated or not accurate. While modelling

such domains it is crucial to define a clear abstraction of what sort of data will be necessary for the system

to operate satisfactorily. Without a good abstraction, the data collected by sensors may be irrelevant or

more generic (level of accuracy) than it should, becoming incomplete or not trustful. The relevance of the

data refers to its usefulness to be used in the interpretation of contexts.

The incompleteness means that the data signs sent by sensors are not enough to help systems to

build a complete scenario that reflects what is happening in the environment. The lack of necessary data

to create models leads to uncertainty, which can be defined as any partial, dubious, vague, outdated or

nebulous data that is used by the system as knowledge base. The use of such data results in service

orchestrations that instead of assist users, may affect them negatively.

2



CHAPTER 1. INTRODUCTION

Considering this scenario, there are, in literature, several approaches trying to minimize the uncertainty

of information. This document discusses some of them in order to contribute with the consolidation of

intelligent environments and Ambient Intelligence.

This document intends to present a Ph.D. thesis developed under the Programa Doutoral em Infor-

mática at University of Minho, with emphasis on Context-Aware Computing and Ambient Intelligence.

1.1 Motivation

Context-aware systems are being slowly embedded in our daily life. Nowadays it is easy to find home

assistants with a good level of awareness of its surrounding. Intelligent systems of cars perform detailed

monitoring of components and assist drivers and passengers. Activity recognition in smart houses allows

computing systems to adapt to the environment according to users’ requirements. These solutions use

different types of sensors providing valuable data for the systems.

This work discusses concepts related to several fields of investigation, such as formal grammars, con-

text awareness, Quality of Context, and uncertainty present in intelligent environments. The development

of this Ph.D. thesis is motivated by the possibility of contributing to the advancement of these areas.

To analyse the technology behind these incredible solutions available and to help to strengthen them is

inspiring.

At last, the possibility of finding answers for some questions that are still open is instigating. The results

may provide relevant contributions for the state of the art of domains of investigation.

1.2 Open Research Questions

According to the scope of this Ph.D. thesis, it is possible to evidence issues to be addressed for the

improvement of context-aware systems. The analysis of incomplete or uncertain data is an obstacle to

overcome. The following open research questions were identified and will be elucidated by achieving the

objectives of this work.

• Is the data collected from the sensors enough to create a context-aware computational model? Do

they assure the correct execution of services even with the gap of data caused by the dynamism of

the environment considering temporal aspects?

A common approach used by context-aware systems when facing a lack of data is to assume a

behaviour considering only the facts evidenced and ignoring the missing data. This scenario can

lead the system to execute equivocate services;

• Is it possible to identify uncertainty during the detection of scenarios? Is it possible to create a

classification model allowing machine processing?

Identifying the source of uncertainty when dealing with context data could allow the proposition of
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solutions to prevent it. The recognition of tasks in Activity Daily Living domains and their classification

according to similar features can be used in this process;

• How to ensure the definition of contexts from incomplete information to correct, dynamic, and

autonomous decision making? Strategies for minimizing the impact of uncertainty in context-aware

systems can be defined. Identifying sources of uncertainty and the explicit requisition for the user

to provide more data in a specific situation are seen as efficient approaches.

1.3 Research Hypothesis

Considering the context of this Ph.D. project, it is possible to evidence that there are issues to be addressed

in the Ambient Intelligence field of research. The analysis of incomplete or uncertain data could be seen

as an obstacle to overcome.

Thus, by ensuring a well-structured, high quality, complete and updated context data, the tendency is

that:

• The perception of the system increases once the decision-making will be based on consistent and

relevant data;

• Wrong service execution, caused by misinterpretation of context, decreases;

• Identification of changes related to the user’s behaviour is facilitated;

• Decisions based on default values can be mitigated.

Summing up, the research hypothesis developed in order to conduct this research project states that it

is possible to cope with the incompleteness and uncertainty of data, from different perspectives, in context-

aware systems. With this, the accuracy of decision-making process in intelligent environments tends to be

improved.

1.4 Objectives

The main goal of this Ph.D. work is to search for the identification of elements that result in the charac-

terization of uncertain contexts in intelligent environments. Also, finding ways to overcome the incorrect

behaviour of services provided in such contexts.

To achieve the main objective, the following specific objectives should also be achieved:

• To find ways of ensuring that the context-aware system uses only well-structured data.

Issues related to the structure of data may impact its correct usage by context-aware systems. If

the system cannot comprehend the content (meaning) of the data correctly, it may ignore this data

and make wrong decisions;
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• To analyse approaches of semantic modeling of intelligent environments, seeking to identify the

type of characteristics context data should have to be considered relevant.

The analysis of the relevance of data is complex for systems with multiple goals, where its behaviour

should change according to the changes identified in the environment. A piece of data may seem

useless for a specific service to be executed but crucial for another. Thus, it raises the necessity of

formalizing the importance of context data, according to a set of requirements;

• To define a classification model to face the problem of uncertainty caused by lack of data or low

quality of it.

The use of default values can tackle the uncertainty caused by missing or irrelevant data. They

represent data that were useful in situations from the past. The classification provided by machine

learning algorithms can be used to label tasks from Activity Daily Living that share similar features.

After that, they can fill gaps of data, improving its relevance for the system;

• To propose a framework capable of identifying causes of incorrect service execution through the

analysis of context data and service requirements, overcoming the issues reported in the afore-

described items.

The main goal of the framework is to improve the accuracy of decision-making by providing three

different layers of data validation. The first refers to verifying its structure through the restrictions

and rules of an attribute grammar. The second analyses its quality against a set of pre-defined

parameters. The third aims to cope with sources of uncertainty by checking hardware issues that

may prevent the system from accessing the data, as well as missing information;

• To conduct experiments through context analysis, generating scenarios, to validate the proposal

with real data from smart houses.

Two public datasets with distinct structures were used as the basis for the development of the

experiments. From them, case studies were created, representing situations of intelligent environ-

ments. The validation of these cases is discussed regarding aspects related to elements that cause

uncertainty in intelligent environments.

1.5 Research Methodology

Even with some works in the literature discussing if Computer Sciences is really a science or an engineering,

according to Hassani (2017), researches on this field can have theoretical or experimental nature or even

both of them. Besides that, just like in other areas, Computer Sciences researches may use quantitative

or qualitative methods.

Considering this, aiming to achieve the objectives and according to the criteria of classification of re-

searches defined by Silveira and Córdova (2009), it is intended to perform a Qualitative Research, through

an investigation and understanding of the object of study (context awareness and uncertainty handling in
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Ambient Intelligence), collecting data without formal and structured instruments, analysing related con-

cepts in an organized way. Still according to the authors, the nature of the research fits in the Applied

Category, once it seeks a solution for a problem in the Computer Science area, more specifically, Artificial

Intelligence and Context-Awareness of Intelligent Environments, through the definition of guidelines for a

classification of levels of uncertainty, considering priorities of context.

Regarding the proposed objectives, this research will have an Exploratory, Descriptive and Explicative

approaches, according to the classification of Silveira and Córdova (2009) and Gil (2010). Exploratory

characteristics will be evidenced in the first phase, along the study of the state of art of the themes involved,

including concepts, technologies and related works. In this phase, it is intended to analyse the current

scenario regarding to knowledge representation of Intelligent Environments, aiming to identify issues related

to the use of uncertain information (incomplete, outdated or incorrect) in the orchestration of services and

applications in such domains. Considering the scope of this work, the following definition is being assumed

for the expression orchestration.

Definition of orchestration: The process of the system to organize, arrange or adapt the applications

and services that compose it according to context changes, i.e., due to modifications regarding the

environment’s configuration.

During the process, it is also intended the identification of aspects for modelling a set of entities

and relations, regarding the semantic of the domain. Nowadays, approaches about context identification

consider mostly syntactic aspects of the entities.

It is believed that, due to the autonomous acting of applications and services in an intelligent environ-

ment, where the focus is to find ways of pervasive interaction and assistance to the user, it is necessary

to create a semantic representation of entities and their relationships. The study of the state of art aims

to help us to acquire a more accurate knowledge about the subject of study. This process is fundamental

to the progress of the research to the descriptive phase.

In the next phase, the research assumes a Descriptive approach, through the characterization of the

problem. That will be a result of the identification of the causes of incorrect services and applications

behaviour. Among the relevant factors that can influence the definition of the problem, one of the most

important is the lack of information and interpretation flaws of the data context by computational systems.

An Explicative Research aims the identification of the involved factors in the phenomenon occurrence,

describing the motives of it through presentation of results (Gil, 2010). This characteristic fits in the third

phase of the work, where a model will be proposed to classify uncertainty levels from the causes discovered

the phenomenon identification. The achievement of this goal will be done through the identification and

proposal of guidelines that could be used as basis for the model definition, considering the context priority

criteria in Intelligent Environments.

Still in the Explicative phase and based on the semantic representation and on the classification of

uncertainty levels, it is intended the formalization of a model for context analysis capable of identifying
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outdated or incomplete data, proposing possible alternatives from current situations. Lastly, the results

will be validated through experiments conducted within research groups.

1.6 Running Example: Human Activities Monitoring

In order to validate the proposal, it was chosen a dataset created in Cook and Schmitter-Edgecombe (2009).

It refers to Smart Apartment Activity Daily Living Monitoring data in a testbed environment. The authors

monitored five activities developed by fifty volunteers. The activities are phone calling, washing hands,

cooking, eating and cleaning. During the analysis, the volunteers were asked to answer a phone call

(where the monitoring started) where they received information about their next activities. The resulting

dataset had six thousand and four hundred and ninety-seven registers, acquired in an interval of thirteen

days. The following sensors were used during the research:

• Motion sensors: to monitor the user’s movements inside the house. They were installed in all rooms

of the house;

• Item sensors: to detect objects in use by the volunteer to make the phone call, medicine dispenser

and cook the meal;

• Water and burner sensors: to detect user’s actions while cooking, washing hands and dishes.

The authors of Cook and Schmitter-Edgecombe (2009) provided fifty different datasets, one for each

of the volunteers plus one containing a compilation of all of them. This compilation was chosen to be used

in the experiments once it provides more information about the same activities. Thus, it was possible to

analyse more data, create more inference rules and identify patterns of behaviours that can be used for

future machine learning.

All the participants were asked to execute the same activities flow. First, they should make a phone

call, then wash hands, after that cook a meal, eat the meal and clean the objects used. This particularity is

important because the result analysis in the following experiment will present some relevant discrepancies

in the execution of the activities, which can be related to several aspects, including the user’s health and

safety.

It is important to emphasize that, for the conduction of the experiments, the phone call activity was

used for the volunteers to receive information about the tasks they should execute after finishing the call.

In other words, the phone call instructions were the same for all of them. Besides that, all the participants

were asked to cook the same meal (oatmeal), following the same recipe. This is important because one

of the parameters taken into consideration for the experiment analysis is the time spent in each activity.

And, specifically for these two, the time may naturally vary. For instance, if the user receives a phone call

from a relative that he does not meet for a long time, they probably will spend more time chatting than if

the call is from a colleague from his work. Considering the cooking activity, the user would probably spend

less time preparing a snack, than if he is cooking a complete meal.
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A preparation of the data was performed, in order to be used in the scope of this research. During

this process, some data reshaped, specifically in the identification codes of the sensors and the names of

activities. Besides that, blank fields were filled with proper values.

No other information about the work developed by Cook and Schmitter-Edgecombe (2009) was used in

the research presented here. The experiments were created based on an independent research problem,

with independent goals. Besides that, for the development of this work, it was assumed that the information

from the dataset refers to the same user, i.e., supposing that only one person was monitored. This makes

possible to simulate different behaviours of the same user, assuming that he can change the way he

performs the same tasks, taking into consideration the context, preferences and needs.

1.7 Related Work

One of the main contributions of this work is the description of an attribute grammar applied to the intelli-

gent environment. To the best of the authors’ knowledge, there are no similar approaches connecting these

two fields of research. There are works in the literature with relevant contributions that can be related to the

one presented here, even though not using attribute grammars to model human activities. Most of them

apply decomposition of tasks into subtasks and actions, creating a hierarchy, and considering temporal

aspects.

In Giese et al. (2008), the authors state that formal modelling of tasks helps users to perform activities

with computational support. For instance, it is possible to define rankings of priority of activities to be

performed according to the user’s context, considering, for example, safety and social skills. The authors

consider three parameters: simulation of time and conditions, referring to preconditions for tasks and pos-

sible obstacles; spatial behavior, that analyzes the location where the tasks will be performed, the objects

used and the possibility of changing actors from one location to another, and; analyzing communication,

referring to the hierarchy and dependence.

In Bolton et al. (2011), the authors describe the syntax and semantics of a function model capable

of integrating task analysis with formal verification called EOFM (Enhanced Operation Function Model),

based on Extensible Mark-up Language (XML). The model standardizes changes related to activities, and

it defines the behavior of them according to their goals, based on the analysis of state and derived variables.

In Mori et al. (2002) is presented the ConcurTaskTree Environment (CTTE), in which the goal is to

provide means for the management of task models for cooperative applications. Among the features, it

is interesting to highlight the precise definition of temporal logics for task and their relations; the creation

of categories such as user tasks (human routine activities), application tasks (related to the system),

interaction tasks (relating user and the system) and abstract tasks (tasks belonging to more than one

category) (Mori et al., 2002).

In D’Aniello et al. (2017) a situation awareness framework is proposed. The main goal is to use an

approach for adaptive goal selection, where users can choose actions to take aiming to achieve goals,

based on their desire, but also considering the cohesive options. The framework is integrated into an
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intelligent environment, and context data acquired by sensors feed it. It uses reinforcement learning to

understand and improve the reward of the suggested options for the achievement of goals. The proposal

is validated through a case study with a prototypical system.

In Djoudi et al. (2016), the authors propose a framework to facilitate the conception of context-aware

systems. For that, they merged two modelling approaches, Model-Driven Engineering and Formal Methods.

The former is used to identify the entities of context-aware system with the relations between them to create

meta models. The latter is used to create a formal domain specific language, defined as CTXs-Maude, to

apply reconfiguration and verification techniques. A transformation technique with bidirectional mapping

was used to merge them. According to the authors, the specifications generated are executable, which

allows the validation of systems developed with this framework. The framework is validated through a

running example.

Uncertainty evidenced in activity recognition is tackled in Noor et al. (2016) through an approach com-

bining ontology and Dempster-Shafer theory. The authors state that ontology-based solutions are limited

due to problems related to the observations of human actions. By quantifying this and taking into account

additional context information, it is possible to define belief states, in order to improve the accuracy of

the recognition process. Degrees of belief are also used in Speculative Computation (Satoh, 2005) to fill

gaps of context data that generate uncertain scenarios. As well as the approach presented here in this

paper, the authors of Noor et al. (2016) consider an activity as being a sequence of actions. However, here

activities are represented through attribute grammars instead of ontology.

In Sarker et al. (2020) Principal Component Analysis (PCA) is used to handle with context-aware appli-

cations of smartphone usage. The authors describe the problem of high number of dimensions of contexts

and how applications’ data affect this. A model called ”ContextPCA”is presented to deal with it. The main

idea is to use PCA to separate components (symmetric from asymmetric) aiming to reduce the dimension

of specific situations of context. This reduction was achieved through the combination of PAC approach with

a decision tree to classify the most important patterns of the datasets. The paper presents a comparison

between the proposed approach and the traditional decision trees, by analysing random registers.

Still using decision tree to analyse context of users with smartphones, in Sarker et al. (2019) it is

proposed an approach called BehavDT. The main goal is to provide decision making for specific context

situations and also more generic scenarios where the context is not taken into account. The approach uses

the sensors (hardware and software) of the smartphone to build the dataset that is used to train and test

the decision tree. It considers aspects time, space and social of the user to create contexts. The developed

tree uses a behaviour-oriented generalization approach. With this, not only the leaf nodes are used for

decision making, but also the internal ones. Thus, all the questions used in the branches to separate

the data (and, after that, to classify it) are context-value tests. The nodes contain the answers for theses

questions. Behaviour patterns are used for the classification of the data. At last, the authors state that the

prediction accuracy of the BehavDT model is higher than a conventional tree.

A framework to adapt the context of users of a smart home through voice commands is proposed in

9



CHAPTER 1. INTRODUCTION

Chahuara et al. (2017). This system analyses data from physical sensors to perform the reasoning. Un-

certain facts are dealt using Markov Logic Network approach. Identification of context changes is detected

through the analysis of physical sensors installed in the smart house. A priori knowledge and learning

weights were applied aiming to overcome uncertain context scenarios. A hierarchical knowledge model

based on ontology was used to create the structure of the context-aware environment. This allows an inter-

operability of concepts among the modules of the system. Also, it facilitates the processing of the sensor

data once a variety of devices was used creating a heterogeneous environment. The main focus of the

framework is to act reactively when taking actions and making decisions as response to user’s voice com-

mands and proactively when the system detects risky situations. In both cases it considers uncertainties

in the context. According to the authors, the validation of the proposal is done in a real-world smart home

with naive users. They used weights to identify and measure uncertainty. The evidenced results showed

85% of correct decision making which shows that the system is flexible and adaptive in most of context

situations monitored, even when facing uncertain data.

In Huo et al. (2020) it is proposed a mixed 𝛼 − 𝛽 network model, as result of CNN approach, using

uncertainty quantification (UQ), aiming to improve human activities recognition. The 𝛼 network is respon-

sible for the distribution of weights over the contexts while the 𝛽 network aims the modelling of the activity

recognition under one specific context. Pre-training clustering on the dataset was performed to ensure the

stability of the training process. The framework has the goal of learn and deal with uncertain contexts and,

also, analyse the likelihood of possible user activities within a context. The UQ is based on the Maximum

Entropy Learning (MEL) principal. Considering that, the authors state that the model is able to refuse to

make predictions if the level of uncertainty is out of thresholds. The validation was performed with one pub-

lic dataset and one in-house, where human motion were monitored. The main goal of the study is to create

baselines for the improvement of context discovery independently of the chosen modelling approach.

1.8 Structure of the document

Chapter 2 discusses concepts of context-awareness pointing some guidelines for designing, detection,

modelling and processing context. Issues about problems related to uncertain data in intelligent environ-

ments, considering quality of context and presentation of uncertainty are addressed in Chapter 3.

Chapter 4 presents a discussion about decision tree algorithms emphasizing their characteristics and

how they can be used to classify data from Activity Daily Living domain. Chapter 5 introduces formal

grammars, more specifically Context-Free and Attribute grammars. Their formal structure is reviewed and

the application to intelligent environments are proposed.

Chapter 6 presents the proposal of this Ph.D. work. A framework is described. The modules that com-

pose it are deeply explained. The approach for coping with uncertainty from different sources is detailed.

Case studies are described in Chapter 7 aiming the validation of the work. They were created based on

two public datasets and represent real data acquisition in test environments.
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At last, the conclusions of the work are presented in Chapter 8 along with direct and additional contri-

butions. Future possibilities of research are suggested.

1.9 Roadmad of reading

The main goal of this section is to provide shortcuts for specific subjects covered by this document ac-

cording the readers’ interest. Although context awareness and uncertainty being naturally embedded in

all Chapters of this dissertation, the former is better discussed in Chapter 2, 3, and 6. Requirements,

applications and validation are discussed there. The latter is detailed in 3, focusing in the importance of

its identification and the insurance of the quality of the data as well as how to deal with it in intelligent

environments. Chapters 6 and 7 also discuss it.

If the interest is for decision trees, then Chapters 4 and 6 should be read. They describe several

approaches for the implementation and the application of CART algorithm to two datasets used as exam-

ples. If attribute grammars is the concern, concepts for implementation and the relation with intelligent

enviornments are discussed in Chapters 5 and 6, including its application to context validation.

If the quest is for the proposal and its validation, they are presented, respectively, in Chapters 6 and 7. A

deep discussion about the phases of development of the approach are described there. The understanding

of formalization of context and the importance of identification of uncertainty are debated and the validation

of the work developed is explained.

At last, if the Reader looks for an overview of the thesis with its results, he should analyse Chapter

8. A summarization of the work with its main and additional contributions is presented. A synopsis of the

achieved results is described and directions for future research are suggested.
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Context Awareness

Context-aware computing is a wide field of investigation with many different points of view,

depending on the approaches used to address problems. This Chapter describes

essential concepts about the topic considering the work that was developed. It could be

aggregated to others when necessary, according to the domain of interest. Issues related

to principles for design context and modeling are addressed and techniques of detections

of relevant data. Finally, forms of processing context are presented, using a scenario taken

from the running example.

Task modeling is seen as the first step for consolidating context-aware computing in several ways. Formal

modeling allows validation of context data, preventing ambiguous analysis and minimizing problems related

to mining low-quality data. However, it is not an easy target to accomplish, and there are several approaches

to deal with this in the literature.

Context awareness represents the connection between the environment and the computational struc-

ture. It refers to identifying the current state of users and other entities and how they can influence the

behaviour of applications. Such identification can be achieved using different types of sensors like location

monitoring, vital signs, level of stress, or fatigue, among others. In order to go further on the definition of

the theme, it is crucial to define the term context, as well. Thus, first, this Chapter presents the definition

of this field. After that, context-aware computing is discussed with its characteristics.
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2.1 Interpretation of Context

The concept of context includes the user’s emotional state, focus on an ongoing task, location or orien-

tation, time, and any other relevant entities (objects and people) in an instant of time. However, create

applications considering this concept is difficult (Dey, 1998).

Context is any type of data that can be used to characterize the current state of entities (person, place,

or object). Any relevant data for the interaction between users and applications in an intelligent environment

is seen as an entity (Dey and Abowd, 1999). Considering the definitions proposed by (Schilit et al., 1994)

and (Chihani et al., 2011), it is possible to conclude that context is related to the changes that happen in

the environment, where:

• Computing environment includes processing and displaying capabilities, quality of the available

services input and output devices, network capacity, computing costs, and battery performance;

• Social environment includes user characteristics(physical, emotional, occupational), location, sur-

rounding people, and social context;

• Physical environment considers temperature and levels of loudness and light.

Considering this, for the development of this research, the following definition of context is assumed.

Definition of context: it is believed that the inner state of the user is not considered context but the

result of one. For instance, the emotional state of a user is the result of what happens to him. Thus,

the context of an entity is anything external to it that can be used to influence its behaviour (Freitas

et al., 2020).

According to Liu et al. (2010), processing context is complex because it involves identifying new

states of entities and using complex inference rules, considering the semantics of relations that connect

them. Inference rules allow the deduction of new knowledge based on what is already represented. The

representation of the knowledge of a domain can be done through different approaches and technologies.

It is necessary to analyse aspects like the level of expressiveness required and the purpose of the model. In

section 2.5 it is described the most common approaches for knowledge representation for context-aware

systems.

Considering the running example of Chapter 1, an inference rule can be applied in a situation where

the user goes to the dining room to eat the meal after having it cooked, letting the stove burning (state =

On). Based on information about the user’s location, the system infers that he is not cooking anymore,

but the burner’s sensor status is still On. Thus, it can send an alert informing him about this situation,

preventing a possible principle of fire in the house. In order to process context and use inference rules, it

is necessary to represent the knowledge of the domain by defining how the environment is seen and how

it can be manipulated.

13



CHAPTER 2. CONTEXT AWARENESS

2.2 Context-Aware Computing

Context-aware computing is a paradigm where applications and services can take advantage of user’s

environmental data, such as his location and current activity, time of the day, other users, and intelligent

devices. In the running example, this can be evidenced when the system uses different sensors to monitor

the user’s activities. Identifying his location and status of objects and devices allows the system to adapt

the computational infrastructure to assist the user and show relevant alerts and notifications. The user

experience can be enhanced by enabling devices and applications that automatically sense and adapt

themselves to the changes in surrounding physical and operational environments. Environmental data is

used to create a context for the interaction between users and devices (Musumba and Nyongesa, 2013).

Context awareness can be defined through two perspectives (Musumba and Nyongesa, 2013), (Long

et al., 1996):

• Active context awareness: adapts the behaviour of applications according to the sensed context. For

instance, when the system detects that the temperature is out of a pre-defined range;

• Passive context awareness: presents new or updated context information to users or persists the

context to be retrieved later in time. For instance, when the system asks the user for direct input of

data to confirm a context.

Intelligent systems are supposed to have the capability of using external data sources to adapt their

behaviour according to this data. Considering specifically context-aware systems, they must read the data

and adapt themselves to changes identified on it, even if the data is imperfect (incomplete, outdated,

ambiguous) (Camara et al., 2018).

The development of context-aware systems requires a good knowledge representation allied with a set

of well-defined inference rules and artificial intelligence techniques. This type of system should analyse

what happens in the environment, identify critical situations aiming to assist users, and learn from the

environment. Thus, the more the system acts, the more it should learn and, consequently, its autonomous

acting would be improved. It works like a cycle. Thus, Machine Learning approaches can be applied, aiming

to improve the knowledge of the domain. Chapter 4 will discuss the approach used in the development of

this thesis.

Most of the researches about context awareness use a bottom-up approach to propose frameworks

and architectures. Their primary focus is to capture contextual data and find a way to understand it and

handle it properly. This must be done automatically, with implicit inputs to adapt the behaviour of the

applications (Musumba and Nyongesa, 2013).

According to Perera et al. (2014), context awareness has three main features that must be taken into

account:

• Presentation of information to the user based on the context: personal devices should present

information based on users’ location. For example, if he is at work, the device could show his tasks

for that day;
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• Automatic execution of services: the system should allow machine-to-machine communication and

exchange of data. The data used as the basis for the service execution must be completely correct

to avoid misinterpretation and execution of wrong services. It is known that a context-aware sys-

tem should have different types of sensors monitoring and collecting data from the environment.

However, if the system does not know what to do with the data, they are useless;

• Goals of the services: the context needs are essential for collecting, fusion, and analysis of pertinent

information.

There are several definitions of context and proposed applications of context awareness systems. Ac-

cording to Perera et al. (2014), one of the approaches says that context information can be classified in

location, identity, time, and activity. These are considered primary context types, i.e., they are collected

and analysed as they were detected, without any kind of data fusion operations or manipulation. From

the primary context types, it is possible to achieve secondary context types of data. They have the same

classification of the primary, but they result from analysis and/ or processing of primary types. The au-

thors highlight that specific data can be considered primary in one context and secondary in another. The

verification of whether data is primary or secondary context may be crucial for the correct execution of

services.

Activity recognition has to monitor the user’s movements to understand his actions to build models

capable of being processed. According to Liu et al. (2017) there are several challenges to overcome in this

field. Often, the routines of people in the real world may involve the execution of multiple tasks simultane-

ously. Situations with these characteristics are challenging for computing systems to understand. In other

words, many of the researches focus on single tasks per time. Another problem discussed in the literature

refers to the grouping of similar information. The development of context-aware applications needs to cre-

ate a model that can adapt itself to the dynamicity of the domain without losing the power of processing.

The popularization of context data in information systems brings challenges that must be overcome. The

trend is that the amount of data to be processed increases considerably compared with systems that use

conventional inputs. Besides that, intelligent environments should be full of sensors monitoring objects,

users, and other entities. Probably, more than one sensor would be capable of collecting the same data.

Considering that sensors have specific objectives, the system must decide from which sensor it should

use the data collect, according to the current context.

2.3 Principles for Design Context

The normal development of context-aware applications consider parameters like available resources (in-

cluding sensors), the total of users, and features of the system. There are several works in the literature,

like Automatic context data life cycle management framework, Ramparany et al. (2007), Bernardos

et al. (2008) and Perera et al. (2014), where the authors define guidelines for the development of context-

aware systems, such as:
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1. The architecture should have components with the ability to perform a set of tasks independently

of other components and layers;

2. Possibility of new components, with new functionalities, to be added and removed without interfering

in the architecture structure as a whole. In other words, the architecture of context-aware systems

should be extensible. This feature is important since, over time, new relations may emerge, oth-

ers may become more/less complex, and the system should treat this new information with the

same consistency. Besides that, a context-aware system should be developed to be available in the

most used platforms with the possibility of implementation in different types of devices, such as

smartphones, laptops, smartwatch or wearable computers (Bauer et al., 1998);

3. Compatibility with different hardware of sensors and devices, once there still are no development

patterns. They should also be used in different operational systems (Perera et al., 2014).

One of the main concerns of context-aware computing is its ubiquity, i.e., its ability to interact with the

user naturally. Hence, context-aware systems should have an Application Programming Interface (API) that

allows users to access its functionalities easily. The API should support interoperability among different

devices. Thus, a context model should be shared among different layers of the system and also with

applications (Perera et al., 2014).

Context-aware systems should be able to build models to work with based on different sources of data.

These models should adapt themselves over time according to changes in the context. The context built

based on data from the environment should be stored independently from the system itself, facilitating

updates. The monitoring and detection of events in the environment are crucial for the proper functioning of

the system. A well-defined model for the monitoring and detection of relevant changes helps the execution

of appropriated services (Perera et al., 2014).

2.4 Acquisition of Context

Context acquisition is concerned with getting data to characterize the task the user is trying to accomplish.

However, daily tasks may have very similar steps even if they have entirely different goals. Thus, it is

difficult to determine what the user is trying to do. Applications should use explicit and implicit input of

data allowing them to have levels of awareness (Musumba and Nyongesa, 2013).

The level of awareness of a system is directly related to the accuracy of the environment’s model.

The more information the database has, the better will be the learning of the system. In an ideal context

modeling, the system should be able to acquire the necessary data automatically. However, considering

that it is not possible to sense all of the context data, it is still necessary for the user to provide it manually,

with explicit or more traditional inputs. This may lead to a problem about how the user provides the data.

Many times, he may desire something but does not express himself adequately. Then, the system starts to

work with incorrect data and, possibly, will trigger applications that are not related to what the user wants.
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According to Perera et al. (2014), there are several techniques for the detection of relevant data in

intelligent environments, like:

1. Reactive actuation: the system makes requests to the sensor. It characterizes events that occur only

once, and the acquisition of data must be at the time it occurs;

2. Proactive actuation: the sensor sends data to the system every time it detects something (Pietschmann

et al., 2008). It characterizes events that tend to repeat within a period.

In both cases, the periodicity of the requests or detection may vary between instant detection or peri-

odically.

To acquire the data, sensors need to detect more than once and analyse it to find a pattern. Sensors

detect environmental changes and send them directly to the system. In this case, there is no layer between

them to process the signs. Software clients have access to the same contextual information. In this case,

there is an access management component in the context server to facilitate the concurrence of multiple

accesses.

Data can also be acquired based on the source of the context (Chen et al., 2004). It can be provided

directly from the sensor device through communication with the system. Usually, this method is applied

to detect local information. It can also be acquired indirectly, through middlewares (Perera et al., 2014).

In this case, the middleware is responsible for intermediate communication between the sensor device

and the context-aware system. Thus, the software is characterized as a source of information as well. It

takes the data provided by physical sensors, analyses it, and, if possible, derives new data. The context-

aware system should validate the result of this process before being used in decision makings. Besides

that, information can be acquired from different external context sources, like databases, RSS, and web

services (Perera et al., 2014).

Nowadays, there are several types of sensors to monitor and detect context information. According to

Indulska and Sutton (2003), they can be categorized in physical, virtual, and logical sensors. The first is

capable of detecting data without any external intervention. There are plenty of devices equipped with this

kind of sensor. Data generated is considered as low-level context, i.e., it is related to simple data (Perera

et al., 2014). On the other hand, the virtual sensors do not detect context data without intervention. They

search for data from other sources through web services and process it as sensor data. Logical sensors

use physical and virtual sensors to produce, through web services, richer context information.

Although one of the premises of context awareness is the natural interaction between system and user,

in some cases, context information can be manually provided. This fact happens, for example, when the

user wants to personalize a notification application not to bother him in one specific night.

2.5 Context Modeling

Context-aware systems must use models that reflect the knowledge of an intelligent environment. According

to Yanwei et al. (2011), these models can be classified as static, with a limited and previously defined set
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of information, or dynamic, discovering and manipulating new information over time.

The nature of context-aware applications is distributed once it uses data from different sources (Dey, 1998).

The modeling process needs to consider aspects like heterogeneity of entities, mobility of users, relations

among entities, periodic events, uncertainty, reasoning, usability, and efficiency of the context (Bettini

et al., 2010), (Perera et al., 2014). Besides that, according to Pradeep et al. (2021), context modeling

refers to structures that facilitate the management of data that composes a situation.

The context modeling starts with the definition of entities with their characteristics (attributes, restric-

tions, and relations). This process should be performed using a known context as a basis. It is essential

to highlight that one of the main issues on context modeling refers to subjectivity. The same set of data

detected may be valid in one situation and not in another. Thus, the more complete is the data about a

context, the more accurate the model will be built based on that. After modeling a new context, it should

be integrated with the rest of the context information in a repository.

According to Musumba and Nyongesa (2013), context can be modeled using the following approaches:

• Key-value: this is the simplest structure for applications. The pairs of key-value represent the char-

acteristics of services. Discovery of services is performed through the match of these pairs and

specific algorithms;

• Mark-up: uses a hierarchical structure with tags to create profiles to represent the mark-up scheme

model.

• Object-oriented: Uses all the concepts of object-oriented paradigm to build context-aware applica-

tions. Context data can be seen as objects allowing encapsulation of processing details;

• Logic-based: the context model is defined through facts, expressions, and rules, giving a formal

characteristic for the model. The management (addition, removal, and updating) of new facts is

performed through a logic-based system. It allows to have inference rules to derive new information

about the context;

• Ontology-based: uses ontologies to represent the entities and their relations. The advantage of this

method is the level of expressiveness, including the hierarchical structure and the possibility of

reasoning (Strang and Linnhoff-Popien, 2004).

The design of context-aware systems should always try to minimize the mismatch level of awareness.

This mismatch can be minimized if the user knows what can influence the system. The user should be

aware of the context information used by the system.

The definition of services of a context-aware system is directly related to requirements about the current

state of entities. Although, many times, the signs collected by sensors do not provide enough data to fill

such requirements. That happens because, under the computational perspective, the context information

is naturally dynamic, uncertain, or incomplete. The result is an inexact connection between the service and

what is provided by the environment (Vanrompay et al., 2009). The description of the context and services
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requirements uses similarity comparison, which analyses the necessary and provided data individually, and

also global comparison, which analyses the context as a whole (Vanrompay et al., 2009).

Hence, it is possible to verify that one of the main challenges of modeling context is handling un-

certainty. A context-aware system should obtain enough data to build complete contexts, i.e., to identify

all information present in the environment. This fact is crucial for a correct orchestration of events with

context-aware services. If the sensors cannot identify a situation or if the context models do not represent

a real scenario of the environment, the services that would be executed may not be the more appropriate.

2.6 Context Processing

Besides the precise understanding of the domain through the development of a well-defined context model-

ing, it is necessary to apply algorithms to process it in order to infer new knowledge. This section describes

how machine learning algorithms can be used to improve context-aware systems.

Data classification provided by machine learning approaches is widely used to process data and can be

applied to several business fields like e-commerce, telecommunication, and medicine. Different machine

learning algorithms, such as binary and multiclass classification, regression, association rules, and other

approaches (Smola and Vishwanathan, 2008), (Alpaydin, 2014). The main idea is to analyse a model

composed of parameters, find patterns of behaviours among them, and suggest an improved output.

Through the analysis of these patterns, it is possible to create predictions about future situations, assuming

that what will happen is not much different from what is represented in the dataset, so it is supposed to

be correct. Besides the predictive model, machine learning can improve or expand the knowledge about

the dataset, presenting descriptive characteristics (Alpaydin, 2014).

Machine learning allows the creation of association facts, i.e., based on the analysis of individuals’

behaviours of the dataset, it possible to deduce related action patterns. For instance, considering the

running example from Chapter 1 that there is a high incidence that, in the period of the night, the user

not cleaning the objects he used, after eating his meal, i.e., frequently, he forgets to do the dishes after

dinner. The systems analyses his behaviour and identifies a pattern using the association rule P(E, N |

C = false), where E represents the activity of eating, N is the period of the night, and C is the activity of

cleaning the objects. If the value related to this rule is very high, for instance, P(E, N | C = false) = 0.85,

it indicates a probability of 85% of the chances of this scenario being true. This might mean that the user

does not like to do the dishes at night. Alternatively, if the percentage is, for instance, around 65%, it might

indicate that he tends to forget to do it, sometimes. Thus, depending on the probability range, the system

could remind the user to clean the objects he used after dinner.

Another use of machine learning aims to deal with the classification of probability. This approach

can be divided into Binary or Multiclass Classification. In the former, a given pattern from a context is

associated with one of two values, for instance, 0 or 1. In the latter, the pattern can be associated with a

more significant range of values (Smola and Vishwanathan, 2008).
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The classification analysis can be applied to running example. The subjects were asked to perform

five tasks in a pre-defined sequence (phone call, wash hands, cook a meal, eat it, and clean). Assuming

this scenario as a house with a context-aware system and the user performing his daily tasks, these five

activities could be seen as a pattern of behaviour. I.e., the user usually performs them in this order. Thus,

if he does not perform one of them in one specific moment, the system would be able to identify this

anomaly and use classification analysis to understand the impact of it in the user’s routine by defining

probabilities for this situation. Multiclass classification can be applied when more than two values are

accepted (e.g., Low, Medium, High). Binary classification is used in situations where only two values are

allowed (e.g., True False). The following code presents the structure of the rule.

P (R | PrAct, CAct)

Where:

• R is the risk value identifier;

• PrAct is the pre-requirement, i.e., the previous activity;

• CAct is the current activity that the user is performing.

Using information from past situations, it is possible to predict the probability of the patient returns on

time, assuming the premise that if in the past was true, in the future, it will also be true (Alpaydin, 2014).

Considering a scenario where the user, after finishing the phone call activity, goes directly to the kitchen

to cook his meal, it is possible to create an association rule to classify the risk of he forgetting to wash

hands. The resulting application of the rule in this case is P (R=0 | WashHands = True, Cook = True) =

0.90. This means that in 90% of the cases where the user is cooking, he accomplished the task of washing

hands. The other 10%, represented by P (R=0 | WashHands = False, Cook = True) = 0.10, could be seen

as an anomaly, or a case of uncertainty, and thus, must be properly addressed. The simplest way of doing

that is by sending a notification to the user alerting him.

Despite been a simple example, this can be extended to more complex situations where the monitoring

of the user is related to his health condition, for instance.

2.7 Summary

The main goal of this Chapter was to discuss characteristics related to context-aware computing. It intro-

duced the term context within the scope of this thesis, emphasizing that it is anything external of users, but

with relevance enough to influence their behavior. Different visions of intelligent environments (computing,

social and physical environments) were described, highlighting characteristics used in context analysis.

The paradigm of context awareness and context-aware computing are discussed by the analysis of

active and passive perspectives. Features such as presentation of information, automatic execution of

services, and goals are characterized. Principles for designing context-aware computing are described.
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The importance of the accurate acquisition of data was also tackled in this Chapter. Reactive and

Proactive detection were characterized. The importance of the correct explicit provision of desires and data

by the user was discussed, aiming to improve the decision-making and adaptation of services. Besides

that, different modeling approaches were described, highlighting the importance of choosing the most

appropriate one according to the system’s goals.

At last, machine learning approaches were introduced, presenting how they can contribute to context

processing. Supervised and unsupervised learning was defined. The running example was used to explain

the characteristics of binary and multiclass classification.

Despite the approach chosen to reason over context data, uncertainty is a common challenge to over-

come. It may impact context-aware systems in several ways, for instance, in the adaptation capability.

Different approaches describe problems of this sort, caused by lack of reasoning precision or knowledge

ambiguity (Bobek and Nalepa, 2017).

The following Chapter addresses the problem of uncertainty, which must be considered when dealing

with context-aware computing.
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3
Uncertainty

Important topics related to uncertainty in context-aware systems are discussed in this

Chapter. A list of requirements is described, along with their importance when building

sensitive systems. Despite the wide scope of the theme, the main focus here is to

describe concepts related to the work developed. Two main types of uncertainty are

discussed. The quality of context data to minimize (or prevent) nebulous scenarios is

addressed through the specification of parameters to be analyzed. Identification of

sources of uncertainty can be used to tackle this problem. This Chapter discusses the

topic, highlighting the importance of the presentation of it to users

Context-awareness has as a premise to sense user and environmental data and apply to it inference rules in

order to automatically learn the situation of users and adjust the behaviour of computing applications to it

(Lim and Dey, 2011), (Dey et al., 2001). However, the more the system learns, the complex the inferences

become because the number of rules tends to grow (Weiser and Brown, 1997) considerably. Context-

aware systems must deal only with accurate data in order to make correct decisions considering real-world

situations because their main goal is not only to assist users in daily tasks but also to ensure their safety in

intelligent environments (Aloulou et al., 2015). However, context data not always reflect real situations as

it should. Hardware, energy, and communication faults are some of the obstacles faced by context-aware

systems. In the majority, these problems are related to sensors, including battery and communication

failures (Liu et al., 2009). Wrong domain knowledge mapping and not well-defined inference rules also

affect the performance of the system (Aloulou et al., 2015).

Due to the dynamic nature of AmI, it is essential to find ways to handle inaccurate and incomplete

information correctly, as its analysis can result in the construction of uncertain contexts. Uncertainty in
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human activities recognition is seen as one of the main obstacles to overcome for the consolidation of

context-aware systems (Freitas et al., 2019c). In intelligent environments, it can be defined as any incom-

plete, contradictory, vague, or outdated information (Ben Yaghlane et al., 2008). Nebulous information,

susceptible to temporal changes, is also considered uncertain.

As already mentioned, another difficulty that may arise in those systems is the incapacity to acquire

or process all the relevant data to characterize the context entirely. Nevertheless, context-aware systems

should be able to reason over data even if it has pieces missing or if it contains imprecisions or noises,

without compromise the result (Michalakis et al., 2021).

Information is partial when only some of the queries in the reasoning layer can be answered. However,

to build a context model aiming to assist users, these answers should be as complete as possible. Besides

that, the data could not be as reliable as it should or generate a conflicting result. In this case, different

types of sensors can generate the same kind of information from an entity but to be used in different

scenarios. The data collected from them could produce conflicting data to the context model, where the

same data represents more than one kind of information, depending on the situation (Bhatnagar and

Kanal, 1986).

Detected information could be partially correct or even absent but still should be considered for rea-

soning. This way, Multi-Agent Systems provide a generic model with the necessary flexibility, with different

levels of autonomy and dependency for all components of intelligent environments.

The dynamism of a domain centred on the user is a complex subject under different perspectives. It is

crucial to consider aspects related to their state of mind, including stress, fatigue, personal preferences,

and external factors like temperature and time of the day. Such factors can influence the user causing

changes in their acting patterns within a short space of time. The result of this scenario is that the knowl-

edge base starts to work with a high level of uncertainty, without the assurance that the mapped context

is correct and up-to-date.

Many times, uncertainty is neglected. Systems assume that the existing data is enough to represent

the domain’s knowledge syntactically and semantically. Thus it is not possible to ensure that will make the

most appropriate decisions at all times. On the other way around, explicit representation of uncertainty

allows the quantification of its interference in the dataset Camara et al. (2018). At last, by providing

different data sources to the system, with a broader diversity of sensors, optimized reasoning algorithms

may be developed, helping to decrease its negative impact on users Tian et al. (2018).

The uncertainty originated in an intelligent environment could be the result of a variability phenomenon,

i.e., due to changes in the user behaviour, making them act unexpectedly (Mokhtar et al., 2006). Another

cause refers to the lack of complete data about specific situations, increasing the complexity of the system’s

learning process. Besides the subjectivity generated from these two sources, the quality of the computa-

tional service must remain the same. The uncertainty identified in dynamics environments should not be

ignored. The user behaviour should be analysed to seek alternatives to fill information gaps evidenced

during the process of building contexts (Boulkrinat et al., 2014).

Context information is naturally incomplete and uncertain and could be the result of different causes,
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e.g., interpretation problems of the signs sent by sensors (Amdouni et al., 2014). Different manufacturers

may use specific concepts and identifiers to name the same entity or relation.

One of the main problems researchers face in using probabilistic and machine learning to deal with

context is that they take a long time to learn (Bobek and Nalepa, 2017). According to Aloulou et al. (2015),

the inference process in context-aware systems is a complex task due to problems of technological failures

and incomplete knowledge, once the nature of the data is dynamic, ambiguous, and imperfect itself.

Several researches are being developed in the sense of dealing with the uncertainty of context-aware

systems. In Bobek and Nalepa (2017), the authors defend that mobile context-aware systems may have

to deal with a significant quantity of data, while this can change fast in a short period, becoming outdated

consequently, useless for being used for the building of context-aware models. Besides that, they say that

the conventional approach for modeling context-aware systems cannot be applied in mobile environments.

Thus, they propose four requirements that should be followed for the building of such systems:

• Intelligibility: the user should be aware of what the system is doing and decide to change it, if

necessary;

• Robustness: due to its dynamic nature, it should be able to adapt itself to different environments;

• Privacy: all the user’s data should be secure and accessible only by authorized people;

• Efficiency: mobile context-aware systems should use the available resources the best way they can,

with good responsiveness.

Besides the definition of these requirements, the authors also highlighted the importance of dealing

with the uncertainty that mobile context-aware systems may generate. They presented a project named

KnowMe to validate the proposal, describing all the phases of the development.

An alternative to face situations of an incomplete set of data is to speculate information about the

future. According to Oliveira (2017), Speculative Computing refers to the use of defaults values as input

for processing and generation of output with previsions of future situations. These default values can be

known data from a set or, if this data is not available, it can be defined by the user as a valid value for

that attribute. In the case of context-aware systems, by using these default beliefs as input, speculative

computation helps to improve the reasoning over a context model, reducing the time of decision making

and execution of applications.

There are two types of uncertainty in which context-aware systems should deal with (Helton, 1997),

(Senge et al., 2014).

• Aleatory uncertainty (stochastic or type A) is associated with hardware problems, including

devices, energy, and communication failures. Problems from any of these natures may result in the

system behaving randomly. This sort of uncertainty refers to problems of interpretation of the signs

sent by sensors and statistics variability;
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• Epistemic uncertainty (subjective or type B) is related to the level of domain knowledge. This

includes problems of execution of reasoning due to lack of context data, making it impossible for

the system to identify a current scenario and classify users’ behavior.

The more information the system has access to, the lower will be the level of epistemic uncertainty

(Senge et al., 2014). Thus, this type of uncertainty tends to be reduced over time using techniques for

system learning. According to Bobek and Nalepa (2017), reducing epistemic uncertainty helps to deal

with aleatory uncertainty. When the user interacts with an application, e.g., inserting data, he is help-

ing the system to learn, and consequently, he is helping to reduce epistemic uncertainty (Bobek and

Nalepa, 2017).

The following sections present important issues to be approached to address uncertainty in context-

aware systems within the scope of this work, namely Quality of Context, Identification, and Presentation of

uncertainty.

3.1 Quality of Context

Data provided by physical sensors and resulted from processing in context-aware systems can vary ac-

cording to its usefulness. The quality of data provided by these sources to be used in the orchestration of

services is defined as Quality of Context (QoC) (Buchholz and Schiffers, 2003), (Sheikh et al., 2008). It

refers to any data about the quality or reliability of context data used by the context-aware system. This

includes the level of accuracy and completeness of how the data describes an entity of the real world at

the time it was detected (Kim and Lee, 2006). To complement this concept, in Manzoor et al. (2008)

the authors proposed the assignments of weights for the attributes, using them as metrics to measure the

level of completeness of the information.

According to Buchholz and Schiffers (2003), QoC is directly related to Quality of Services (QoS) and

Quality of Devices (QoD). QoS strategies should be considered for the appropriate execution of applications,

considering the goals of the system. Besides that, the data is gathered from sensors installed in the

environment. Thus, the quality of these devices (QoD) may influence the provision of data for the system.

The minimization or complete elimination of uncertainty context can be achieved through the identifi-

cation of context patterns that originate the uncertainty (Xu and Cheung, 2006). For this, it is necessary

to identify ambiguous, inconsistent and contradictory context data and compare them to real-world state-

ments (Aloulou et al., 2015).

In the running example of section 1.6, a situation that shows the importance of the context’s quality can

be evidenced when the user changes his behaviours. For instance, if he decides to cook a more elaborate

meal for himself or receive friends for dinner, he probably would spend more time in the kitchen with the

stove burner ON. The system may classify this situation as uncertain since the time the burner’s state in

ON is less than what is being monitored at this specific moment. By analysing this situation, the system

could infer that the location and burner’s sensors are not functioning correctly, and it starts an interaction
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with the user to warn him about that. The quality of context is that the system misinterpreted context data

and, because of that, disturbed the user with undesired notifications.

One way to compare uncertain data with real-world statements is through semantic modeling of the

knowledge, allowing the definition of human profiles and the representation of the domain according to

the system logic. Besides that, semantic modeling allows deeper processing of the content through formal

models and, consequently, improving software development capable of achieving a better understanding

of the data Villanueva et al. (2016). The importance of this approach relies on the fact that the syntactical

analysis is not enough to be applied in dynamic scenarios, such as intelligent environments and context-

aware systems. This scenario happens because similar situations may compose the same dataset when

in reality, small facts differentiate them and may result in unexpected behaviour of the system.

According to Aloulou et al. (2015), the state of an entity or situation is considered absolute truth if

there is no level of uncertainty associated with it. However, in context-aware systems, usually, the context

data has a level of certainty and uncertainty associated, measured numerically.

Uncertain information can be represented in numeric models through approximation values within an

established error margin (Bhatnagar and Kanal, 1986). Independent of the chosen methodology, usually,

a relation between two instances has external aspects that must be considered once they may be relevant

for the correct understanding of the situation.

Data used in any context-aware system must be represented to be computed. According to Bhatnagar

and Kanal (1986), this representation must have characteristics of similarity with what it represents in

the real world and should be as simple as possible, avoiding any ambiguous meaning. The system must

analyse all the possible scenarios that match it and decide and orchestrate the execution of services. To

ensure that services will be the most appropriate for each situation, the data brought to the system must

be complete.

In Buchholz and Schiffers (2003) was defined as a set of parameters to analyze the QoC. The first one

refers to the accuracy of the data. The more accurate a piece of context information describes the real-world

environment, the higher is its quality. This precision should be measurable in order to be computed. This

is important because physical sensors are electronic devices that can fail and provide incorrect data. Thus,

context-aware systems should be able to analyze data aiming to verify its level of correctness by comparing it

with pre-defined sets of expected values for each sensor. The accuracy of context data includes the veracity

of past occurrences of it among the software agents. For instance, if a specific software agent frequently

has to deal with inaccurate data, its relevance must be analyzed carefully to avoid compromising reasoning

and decision making.

Intelligent environments such as intelligent houses are generally characterized by their dynamicity. The

usefulness of context data can change rapidly, i.e., one specific context data can be static for an extended

period, and another can become outdated in a matter of seconds. Thus, the system must use up-to-date

information whenever possible to ensure proper decision-making.

QoC can also be classified through the definition of another set of parameters (Hoyos et al., 2016).

The type of acquisition is essential to analyze the source of data. This includes not only physical sensors
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but also the result of processing data. Thus, it is possible to assume that the software can also be seen

as a data source. Another parameter to be considered is the types of representation of context data. This

is related to aspects like units, formats, and ranges that a set of data will have to ensure that the system

will correctly interpret it. At last, context data should be analyzed regarding its importance for the software

agents, i.e., how useful and relevant it is considering the goals of the system.

The approaches provided by Buchholz and Schiffers (2003) and Hoyos et al. (2016) complement

each other and have a substantial contribution to ensure that sensor data is consistent, complete, and

relevant and, thus, can be used by context-aware systems. The following tuple formalizes it:

QoC = ⟨𝐴,𝐶,𝐴𝑐𝑞, 𝑅, 𝐼 ⟩

Where:

• A refers to the accuracy of the data;

• C represents the set of acceptable values for one specific situation;

• Acq is the source of the data;

• R refers to the format of the data;

• I stores a value that ranks its usefulness.

QoC of a piece of data is ensured after the validation of each element and can be represented as an

intersection of them, as follows:

QoC = A ∩ C ∩ Acq ∩ R ∩ I

These parameters are essential when dealing with context-aware systems. Any problem related to

them may affect the orchestration of services and applications. If the system uses low-quality data, the

user experience may be affected drastically (Buchholz and Schiffers, 2003).

The quality of context information is directly related to the system’s goals, i.e., depending on the type

of adaptation that the system may assume. The same set of data may or may not be relevant (Hoyos

et al., 2016). The level of quality of a situation is restricted to the quality of the set of context data. Different

software agents from the same system may use the same set of data to build different scenarios (Buchholz

and Schiffers, 2003).

Considering the scope of this work, scenarios refer to the system’s understanding of situations. Context-

aware systems must be able to build scenarios with a high level of accuracy, considering the situations of

the environment.

The QoC influences the analysis of each of these scenarios to represent the real-world situation with

more precision. Besides that, the dissemination of useful QoC data prevents the system from using out-

dated information and minimizes problems caused by low-QoC data. Figure 3.1 presents a generic scheme

of the dissemination of context data after analysis of its quality.
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QoC analysis

Software Agent 1 Software Agent 2 … Software Agent n

Orchestration of services and applications

Sensor 1 Sensor 2 … Sensor n

Figure 3.1 Context data sharing among software agents.

After receiving data from the environment, the system performs an analysis to ensure its quality. This

includes all the features described above. Then, the sets of data are sent to their respective software agents,

where they are properly used and can be shared with others whenever requested. While waiting for the

response of requesting information from another agent, the former may use speculative computation belief

values to fill in the required information and not interrupt processing (Satoh, 2005), (Oliveira, 2017) —

more details on this approach in Freitas et al. (2019a).

Uncertain scenarios are created from the use of low-quality of context data. This is one of the main

obstacles to overcome for the improvement of context-aware systems. The following section presents a

proposal to tackle this problem, where the main goal is to identify elements that cause uncertainty.

3.2 Identification of Uncertain Situations

Context-aware systems in ADL environments often face imperfect information. Considering the scope of this

paper, we characterize imperfect information as any data provided by physical sensors that do not reflect

what happens in the environment with a satisfactory level of accuracy. This includes outdated, wrong, or

missing data. The concept of accuracy may change according to the goals of the system. Besides that,

assuming that systems can be seen as a source of information, after processing raw data, they also can

generate imperfect information.

The uncertainty generated by incomplete context data may compromise the correct interpretation of

real-world situations. Even considering a system with consistent and well-defined goals, if the data used

as input does not have good quality, processing will not have the most appropriate output.

The minimization of negative impacts caused by low-quality context data must be addressed. The

approach presented in this paper highlights the importance of the identification of uncertain situations.

According to Panayotov et al. (2018), uncertainty can be identified through the analysis of some

features present in the context. Domains that involve monitoring human activities can be highly dynamic.

Inputs used by context-aware systems may present slight differences even when they represent the same
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context. Such systems should be flexible enough to calculate this and understand these discrepancies.

This allows the system to create different scenarios that possibly represent the same situation. Thus, it

is possible to create ranks considering the accuracy of the sensed situation regarding the real world. The

process of identifying the sources of uncertainty may have high computation costs and time-consuming.

The analysis of incomplete data must be performed for each entity that composes a situation.

According to Uusitalo et al. (2015), and Regan et al. (2002), uncertainty has several sources and

can be categorized. Each of the types can not be isolated analyzed, especially in dynamic environments.

It is natural for context-aware systems to deal with a certain level of randomness. In other words, it

is not possible to precise with one hundred percent accuracy what happens in a situation even though

probabilistic models have been used to improve these outputs. Besides that, problems related to the correct

functioning of sensors also must be tackled. These electronic devices can generate inaccurate data when

not well-calibrated, for instance. Thus, context-aware systems must validate environmental data before

using it as input for reasoning. Wrong measurements of the weight of users, the temperature of the

environment, or the exact position of them are amongst the standard errors. This type of error affects the

sample data from the environment that the system uses to build situations (systematic). Consequently,

it will not reflect the real world and will affect the orchestration of services. Still, according to Uusitalo

et al. (2015), it is difficult to find errors related to context data after the definition of situations based on

inaccurate measurements.

The natural dynamicity of context data affects its usefulness for the interpretation of situations. This is

another problem that may generate uncertainty once the system uses obsolete data as input for decision-

making. The definition of ranges of acceptable values front the same scenario is seen as an excellent

approach to tackle this problem.

Another source of uncertainty is related to themodeling, i.e., creating systems capable of understand-

ing what happens in intelligent environments. It is often impossible to evidence all necessary variables

that involve the entities in such dynamic and productive environments. This problem affects the system

because, if it is not well-defined, the range of services and applications will be fewer than it could. In other

words, the system will not be as aware of the context as it could.

These types of uncertainty can also be categorized within aleatoric and epistemic classification.

Randomness and Measurements categories can be associated with the aleatoric type once it includes

any problems related to hardware failures or problems of communication. This may affect the behavior of

the system, making it act unexpectedly. Systematic and modeling categories can be associated with

the epistemic type due to its characteristics of representing problems of interpretation of the context, i.e.,

the system does not have enough knowledge resources to resolve what happens in the environment.

If the system faces situations where it cannot understand what happens in the environment, it can ask

the user for help to clarify some missing points. Considering this statement, Chen et al. (2018) proposes

another classification for uncertainty in context-aware systems. They present a tool where the user can

help solving ambiguous situations.

Besides that, different from Helton (1997), where two main types of uncertainty are defined (Aleatoric:
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and Epistemic), here in Chen et al. (2018), spatial-temporal aspects are taken into consideration to divide

uncertainty into: Point Of View, including problems related to the conversion of sensor data into global

position; Temporal, related to time lapses; Transaction Attribute, considering that attribute values may

have different meanings depending on the source; Location, referring to problems with GPS logs with

missing data, and; Identity, including problems with user’s data. Although defining other sets of uncertainty

categories, it is easy to say that all of them can be related to Aleatoric or Epistemic.

3.3 Presentation of Uncertainty

Besides acting autonomously, applications should also give feedback on their behaviour to users (Bellotti

and Edwards, 2001). Nowadays, mobile applications interact with the user aiming to confirm an inference

(e.g., applications that ask the user to confirm his location). Thus, interaction with the user is one of the

ways of dealing with uncertainty (Lim and Dey, 2011).

One of the main contributions of displaying information (highly reliable or uncertain) to the user lies in

the fact that this helps him to trust the system (Yan et al., 2010).

According to Lim and Dey (2011), it is essential to consider a high probability of dealing with uncertain

scenarios when designing context-aware applications, once it is complicated to map all the context data.

Depending on the level of uncertainty, a good approach is to ask the user to help the system solve data

gaps.

Considering the scenario presented in section 3.1, where the system misinterpreted the fact that the

user was not leaving the house, but only passing near the front door, maybe it would be less intrusive if

the system had requested more information to build a complete context. For example, instead of emitting

alerts suggesting that the user forgot the stove burner on, it could ask him if he was still cooking. This way,

the semantic involved would be improved, once instead of disturbing the user with recurring notifications,

the system would understand the situation and take this as a feasible behaviour, even being different from

the usual.

Another important thing is that the applications should never minimize the importance of data. If

there is any incompleteness in a scenario, the user should be notified (Kittur et al., 2008). Thus, the

user should always be aware of what the system knows about his context (Bellotti and Edwards, 2001).

Modeling uncertainty through probabilistic models is a topic of research in many projects. However, only

a few of them focus on the importance of displaying the uncertainty and use it to interact with the user

(Lim and Dey, 2011).

According to Antifakos et al. (2004), if the level of certainty in a specific context is high, the level

of uncertainty can help to speed the performance of a task if displayed to the user to analyse. In high

or medium levels of certainty, the users can still improve the performance of tasks. However, according

to Rukzio et al. (2006), if the level of certainty is low, the level of uncertainty to the user is not a good

approach once he has to analyse much more data in order to prepare the system to help him.
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Fuzzy logic can be used to create models to minimize uncertainty issues. However, it allows only to

reduce problems caused by inaccurate information provided by humans (Bobek and Nalepa, 2017). Cer-

tainty Factors Algebra (CF) are widely used to deal with problems of uncertainty in rules-based systems

(Bobek and Nalepa, 2017). It uses cumulative and disjunctive rules aiming at the same goal. The cu-

mulative rules are composed of independent statements, and the disjunctive is composed of dependent

statements (Bobek and Nalepa, 2017).

Thus, it is possible to conclude that there are critical challenges to overcome the uncertainty in intel-

ligent environments. It is essential to guarantee accurate modeling of the available services with a formal

description of their goals and requirements for execution. Besides that, the service invocation can verify

that the reliability of the output information should be guaranteed. At last, it is necessary to extend the

conventional composition models verifying levels of probability for each service related to the detected

context. The correct definition of each of these steps contributes to more accurate service orchestration,

even if working with uncertain context data.

3.4 Handling Uncertain Situations

There is a wide range of possible problems that result in uncertain situations in intelligent environments.

The most common is related to the lack of data for the system to comprehend what actions the user

is performing and, consequently, how to adapt its services according to this context. Besides that, the

actions that could be used to delimit the beginning and finishing of activities sometimes are not explicit

enough. The overlapping of activities is part of the natural human behaviour and is defined by Kwon et

al. (2019) as label jitter. Activities performed by the user without changing location and/ or using some

house appliances may present this characteristic.

For the system to recognize the activity that is being executed, it is crucial to identify the initial and

final action and moment in time of it. However, smooth transitioning between activities in sequence may

be difficult to identify. One way of dealing with this problem is by creating different levels of abstractions

when modeling the activity. Figure 3.2 presents this scenario.

Activity 1 Activity 2

t1: begin t3: end

t2: begin t4: end

New activity

Figure 3.2: Creation of different levels of abstractions for activities.

The image shows the grouping of small activities performed in sequence, where the transition moment

is not precise. It is essential to highlight that this new resulting activity may also suffer from the label jitter
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uncertainty in a broader dimension. Thus, a verification of the necessity of identification of the activity’s

boundary must be done. This approach can be used allied with classification algorithms, aiming at the

identification of smaller activities.

Still considering figure 3.2, activities 1 and 2 could be defined as atomic, when they represent small (or

simple) tasks that cannot be divided into smaller ones Liu et al. (2016). This sort of activity can be easily

defined through graphical models. However, complex tasks become a challenge to overcome. Complex

activities can usually share time and resources and, thus, must be analysed as concurrent.

Another obstacle related to uncertainty in context-aware systems is related to modeling limitations.

Models and approaches presented nowadays are limited, lacking expressiveness to map complex temporal

relations among different activities Liu et al. (2016), including the transitions. The authors discuss the

advantages of using a semantic-based approach over graphical modeling. Limited power to represent

complex relations, the difficulty of defining more than one type of takes in the same network are some

issues faced by graphical models. Besides that, this type of approach considers only three-time point

relations: precedence, equality, and following of evidence.

The possibility of reuse and expressiveness provided by semantic approaches made them gain atten-

tion over the years. However, in some cases, uncertainty is also challenging to address. In Liu et al. (2016)

it is addressed the main obstacles when dealing with modeling limitations that can lead to uncertain sce-

narios. The first refers to high-level classifications, considering different levels of abstractions to identify

activities. Predictions are addressed by considering the probability of an event to occur in the future if it

happened in the past. In order to do that, past event verifications are also analysed by observing their

interval. Concurrent activities are also monitored.

Different causes may affect the correct receiving of sensor data by the context-aware system. Examples

include communication problems that may compromise the data, hardware issues such as battery and

activation Noor et al. (2016). The consequence is that the system will not have all the needed data to

identify the activity.

Thus, several approaches in the literature tackle uncertainty in activity recognition. Dempster-Shafer’s

theory, for instance, allows the definition of weights for unknown facts Noor et al. (2016). This phenomenon

is called total ignorance and, when allied with contextual evidence, allows the definition of degrees of beliefs.

Another widely used approach refers to mathematical solutions, such as probabilistic theory, which also

uses degrees of beliefs to deal with unknown facts.

In both cases, the main goal is to deal with the uncertainty that comes from the incompleteness of

context data. In other words, when, for some reason, the system cannot gather all the necessary data to

recognize the activity. In this paper, the main goal is to use a decision tree to classify human activities.

The resulting classification will be used to provide data to fill gaps in contextual situations.

Default values can be used to complement structures that model situations. These values must be

pre-defined and should pass through validation in order to be used to fill gaps in data. In order to recognize

an activity, the system must receive a set of data sent by physical sensors. The processing of them can

generate new data that also will help the recognition. Figure 3.3 illustrate this situation.
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SensorData1

SensorData2

SensorData3

Sensor data processing Human
activity

recognition

New data

SensorData1, SensorData2, SensorData3

Figure 3.3: Processing as context data source.

The third phase of activity recognition can be composed of many algorithms. For instance, decision

trees would be able to classify previous activities and fill gaps of data with default values (figure 3.4).

SensorData1

SensorData2

SensorData3

Sensor data processing
Human activity
recognition

New data

SensorData1, SensorData2 Decision tree
classification

Figure 3.4: Default values based on decision tree classification

The image presents a hypotactic scenario where the system did not have access to all context data. It

expects data from three physical sensors but received from only two of them. The system processes the

known data and tries to derive complete information that helps the recognition of an activity. Meanwhile,

a call to a decision tree is created to verify if it is possible to fill the gap of the missing value with default

values. Thus the context recognition would not be performed with less data than necessary.

3.5 Summary

Uncertainty in a context-aware system is characterized by the use of incomplete, ambiguous, or outdated

data. This Chapter started by evidencing issues related to the capturing and processing of context data.

Problems related to these sources may lead to uncertainty in context-aware systems.

Problems related to the capturing and processing of data that leads to uncertain situations were evi-

denced. Requirements to model and develop context-aware systems were addressed once they may prevent

problems of this source. Two types of uncertainty were discussed, aleatoric and epistemic, as well as the

possibility of using belief values to fill gaps of data, as proposed by speculative computing.

The relation of Quality of Context, Quality of Services, and Quality of Devices was evidenced. The

advantages of semantic modeling approaches to deal with uncertainty were presented, highlighting the

importance of numeric representation for probabilistic processing. Parameters like accuracy, usefulness,
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up-to-dateness, and types of acquisition and representation of context data were characterized along with

the proposition of a formal representation of them as QoC.

The importance of identifying sources of problems that lead to uncertain models was discussed. By

analyzing the level of randomness and identifying inaccurate measurements, it is possible to tackle this

problem. The natural dynamicity of the context data of intelligent environments should also be taken into

account when creating representations of the real-world.

At last, the importance of presenting uncertain situations to users, aiming to either confirm an inference

or to solve problems of lack of context data, was addressed. Users should interact with context-aware sys-

tems naturally. Thus, the more they trust the systems, the more they will feel comfortable using them. This

results from consistent displaying of information. Relevant notifications based on the correct processing

of context data contribute to the consolidation of this phenomenon. Hence, the relation between the prob-

ability of certain and uncertain context was discussed with its impact on the presentation of information.

Some related works with different approaches were briefly described.

Decision trees will be discussed in the next Chapter as an introduction to the approach used in this

thesis.
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4
Applying Machine Learning to Context

Awareness

The main goal of this Chapter is to summarize some of the existing Decision Tree

algorithms (ID3, C4.5, and CART). They are characterized, and scenarios of the running

example are applied to the CART algorithm to facilitate its understanding once used in this

Ph.D. work. Details related to the GINI impurity and Information Gain are presented. At

last, the pruning of trees is discussed.

The process of learning involves different visions in the literature. It encompasses the transformation

of data into information, then into knowledge towards wisdom. Referring to the general process of learning,

the AI founder and co-founder of the MIT AI Laboratory, Marvin Minsky, stated that ”Learning is making

useful changes in our minds.”. This way, intelligent systems with learning capacities can identify and absorb

changes regarding the context of the data and adapt their features to deal with such scenarios correctly.

According to Herbert Alexander Simon, Nobel Prize in Economics (1978), ”Machine learning is con-

cerned with computer programs that automatically improve their performance through experience”. There-

fore, ML provides the possibility of improving the efficiency of computing systems by analysing data char-

acteristics and transforming it into useful information. By understanding the behaviour of the data, it is

possible to use it for further analysis and decision-making. The same author also states that ”Learning

denotes changes in the system that are adaptive in the sense that they enable the system to do the same

task (or tasks drawn from a population of similar tasks) more effectively the next time”. The efficiency can

be evidenced through different perspectives, such as finding the best path to achieve a goal or ignoring

unnecessary features to process a task.
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Computer systems capable of learning are characterized by the ability to improve themselves automati-

cally, based on their experiences (Mitchell, 1997). Thus, the learning process refers to consider processing

from the past and use this experience to improve future tasks.

Machine learning (ML) approaches are in evidence nowadays due to, among other things, their capacity

of providing well-structured data for the improvement of autonomous decision-making. A wide range of

algorithms allows data to be classified and grouped according to similar features. Also, ML can be used

in data analysis for forecasting future situations based on known data.

Several fields use solutions provided by ML, for instance, pattern recognition, entertainment, computer

vision, and others (El Naqa and Murphy, 2015). Context awareness can also be benefited from it. Specif-

ically, systems for the domain of ADL can classify, recognize and predict human activities based on the

pattern of behaviour of the user. Machine learning can be divided into three main types, supervised, un-

supervised, and reinforcement, according to the characteristics of the algorithms. Figure 4.1 (Anisha and

Polati, 2021) provides an overview of the types of ML with respective possibilities of fields of application.

Figure 4.1 Overview of machine learning (Anisha and Polati, 2021).

The approach used in supervised learning takes into consideration labeled data for the training. The

examples of the dataset are composed of features that are used to characterize them. These features are

analysed individually and by grouping them with the aim of identifying which label should be applied to

the example. Thus, based on that, it is possible to predict new inputs from the same universe. Supervised

algorithms need labeled data for the input once all the learning process is based on that (Canepa, 2016).

Large datasets with a good amount of features tend to improve the accuracy of the predictions.

36



CHAPTER 4. APPLYING MACHINE LEARNING TO CONTEXT AWARENESS

Unsupervised learning uses data without labels to process a dataset. In this case, the main goal is

not to classify examples with a high level of accuracy for each of them. The idea is to separate those with

similar features into clusters. It is necessary to define a list of items to be used as limits between the

clusters. In other words, these items determine to which of the clusters an example belongs to. Different

from supervised learning, where the total number of labels is known from the beginning, here the total of

clusters can vary, according to the similarities found in the examples (Alpaydin, 2014).

At last, reinforcement learning, like the unsupervised, also does not consider labeled data during the

process. However, the approach here is based on scores. The higher is the similarity of a set of features for a

specific element, the more its scores. Thus, the process rewards those with more common characteristics

and punishes those with less common characteristics. The goal is to find the path for maximizing the

rewards based on the features (Canepa, 2016).

The main goal of this Ph.D. thesis is to cope with uncertain and incomplete data used by context-aware

systems. Supervised learning classification of data can help mitigate the lack of context data. Decision tree

solutions raise as an efficient alternative, providing an exemplary structure of the data. After classifying

the dataset, its result can fill gaps when the system cannot access the data from sensors.

Thus, the following section provides an overview of the most used algorithms for building decision

trees and presents the development of one tree to be applied to the datasets of this work.

4.1 Decision Trees

Decision Tree (DT) is one of the most used approaches to deal with supervised learning, and it is based on

Information Theory. There are different algorithms to implement them, such as ID3, C4.5, and CART. Each

of them uses different approaches. Decision Trees are mainly used for classification problems through the

identification of similar elements and their characteristics.

In DTs, the input refers to sets of examples represented by registers of one dataset. The dataset

comprises a group of columns representing the features of the attributes and one column representing

the label. This label refers to the prediction of the data (classification). Sometimes the dataset cannot be

entirely separated (100%). Some of the examples could fit in more than one label.

The main goal of DT is to partition a set of examples into subsets, aiming to separate them into more

homogeneous groups, according to the classification labels. The subsets are then partitioned into other

subsets to improve this homogeneity. The process is repeated until the data is as classified as it can get.

The internal nodes of the tree (including the root) use values of features as parameters to separate the

data. They represent tests and are used to perform the classification.

Some DT algorithms use entropy to calculate the amount of information provided by the examples of the

dataset. Also, information gain is used to estimate which feature should be considered to separate the data

into subsets in the nodes. The entropy, i.e., information provided by the distribution (P = 𝑝1, 𝑝2, ..., 𝑝𝑛),

is estimated by (Hssina et al., 2014) :
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑝) = −
𝑛∑
𝑖=1

𝑝𝑖 log2(𝑝𝑖 )

The result is used to find the gain of information, as follows:

𝐼𝐺 (𝑝,𝑇 ) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑝) −
𝑛∑
𝑗=1
(𝑝 𝑗 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑝 𝑗 ))

Where:

• 𝑝 𝑗 represents all values for the feature T in the dataset. I.e., all valid values for that column.

The feature with higher information gain will be used in the current node of the tree. This process is

performed with values from the training set.

The following sections describe the characteristics of different DT algorithms, namely ID3, C4.5, and

CART.

4.1.1 ID 3 Algorithm

The ID3 algorithm (Quinlan, 1986) uses the information gain result to classify the test data. It was the

first proposed for this goal and has some limitations compared to more recent (C4.5 and CART). For

instance, it does not deal with uncertain data (missing values), nor can it classify discrete attributes. The

ID3 algorithm uses entropy and information gain to find the best relation of feature/value to be used in

the node.

To find the relation feature/value in the root node, it is necessary to apply the entropy and information

gain to all possibilities. This means that every value of all columns (features) of the dataset must be

considered. For instance, considering a dataset that classifies daily activities that a user performs along

an ordinary day at home (table 4.1, adapted from Ordónez et al. (2013) and described in details in Chapter

6), the entropy would be the following:

• Total of examples: 14;

• Number of different activities: 5;

• Total of features: 3;

• Label for classification: Activity.

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = − 3
14
∗ log2(

3
14
) − 3

14
∗ log2(

3
14
) − 2

14
∗ log2(

2
14
) − 4

14
∗ log2(

4
14
) − 2

14
∗ log2(

2
14
)

After finding the entropy, it is necessary to calculate the gain of information for each value of a specific

feature. For instance Place:
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Location Type Place Activity

Door PIR Living Grooming
Door PIR Living SpareTime_TV

Maindoor Magnetic Entrance Leaving
Door PIR Bedroom Sleeping
Fridge Magnetic Kitchen Snack
Door PIR Bedroom Sleeping
Door PIR Bedroom Sleeping

Maindoor Magnetic Entrance Leaving
Door PIR Bedroom Sleeping
Door PIR Living Grooming

Microwave Electric Kitchen Snack
Door PIR Living Grooming
Door PIR Living SpareTime_TV
Seat PIR Living SpareTime_TV

Table 4.1: Dataset with routine activities examples.

𝐺𝑎𝑖𝑛(𝑆, 𝑃𝑙𝑎𝑐𝑒) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) − 6
14
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐿𝑖𝑣𝑖𝑛𝑔) − 2

14
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐸𝑛𝑡𝑟𝑎𝑛𝑐𝑒)

− 4
14
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐵𝑒𝑑𝑟𝑜𝑜𝑚) − 2

14
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝐾𝑖𝑡𝑐ℎ𝑒𝑛)

This process must be performed for every feature of the dataset. The one with the highest gain should be

used in the node (starting from the root).

According to Hssina et al. (2014), the ID3 algorithm presents limitations regarding features with a high

number of different values. Thus, this should be considered before choosing this approach.

4.1.2 C 4.5 Algorithm

The C4.5 algorithm (Quinlan, 1993) overcome some challenges faced by ID3. It uses information gain to

find a gain ratio. This is taken into account to define the feature/value that should be used in each node

to split the data. The gain ratio is estimated as follows:

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜 (𝑝,𝑇 ) = 𝐺𝑎𝑖𝑛(𝑝,𝑇 )
𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓 𝑜 (𝑝,𝑇 )

Where:

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓 𝑜 (𝑝,𝑇 ) = −
𝑛∑
𝑗=1

𝑝′( 𝑗
𝑝
)𝑙𝑜𝑔2(𝑝′(

𝑗

𝑝
))

The 𝑝′ 𝑗𝑝 refers to the proportion of element in a specific position(p). This approach does not consider

the distribution of elements in the dataset. The splitting of data is performed considering the gain ratio,

which defines how much impurity it may have. Features with a higher level of gain ratio tend to provide more

homogeneous splitting, i.e., with less impurity. In other words, at each node, the gain ratio is measured
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for each feature/value, and those with better gain are used to separate the current dataset into subsets.

These subsets should contain more homogeneous data once the process of classification is going further.

Another characteristic of C4.5 is the possibility of dealing with uncertain values by using only examples

defined for that feature. The classification is performed by estimating different outcomes. the new criteria

to find the gain is the following (Hssina et al., 2014):

𝐺𝑎𝑖𝑛(𝑝) = 𝐹 (𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑝) − 𝐼𝑛𝑓 𝑜 (𝑝,𝑇 )

Where:

𝐼𝑛𝑓 𝑜 (𝑝,𝑇 ) =
𝑛∑
𝑗=1
(𝑝 𝑗 ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑝))

The C4.5 algorithm deals with continuous data by assuming that an attribute represents an interval of

values. These values must be analysed in ascending sequence, i.e., the interval should be ordered. After

that, a valid value is taken as a parameter (K), and the group is divided into two subsets: one containing

those that are lower or equal to K and; one with higher values. The gain and ratio gain is calculated in all

the splits.

4.1.3 CART Algorithm

CART (Classification And Regression Tree) algorithm (Breiman et al., 1984) uses GINI Impurity and In-

formation Gain to perform this quantification. GINI Impurity quantifies the uncertainty in the tree nodes,

i.e., how uncertain is the question of each feature. Information Gain verifies how much of the uncertainty

found by GINI Impurity can be reduced. By calculating the GINI Impurity and Information Gain, finding

the most appropriated featured to be used in questions of each node is possible. Based on this, the tree

nodes are created recursively, and in each of them, a question is made, and, consequently, a subgroup

is divided into two other subgroups. When there are no further questions to be done in a node, it means

that it represents a leaf of the tree.

First, it is necessary to define a root for the tree. While creating the tree, all the nodes should receive

a list with lines (examples) of the dataset as input. These sets of examples may represent subgroups of

the entire dataset. The root node always receives the entire dataset that is being used as the training set.

Each node should contain yes/no questions about one of the features (e.g., Is the Type Magnetic?, Is

the Place Entrance?, etc.). Based on the answer, the dataset is divided into two subgroups. One containing

only the examples in which the answer was true and the other with the examples with an incorrect response.

The main goal of these questions is to find the purest possible distribution in each of the nodes. Thus,

to build an effective tree, it is necessary to find appropriate questions for each node. To do that, it is

necessary to quantify questions and verify how they contribute to the distribution of the labels.

To find an appropriate question, it is necessary to iterate on all the values of each feature of the

examples received by the node. Considering that, apart from the label, all other features (columns) can be

used as a basis to create a question. Features can be used in questions of different nodes, only changing
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their value. For instance, considering table 4.1, one node ”A”can use the feature Type and the value

Magnetic to create the question: ”Is the Type Magnetic?”. In another node, ”B”the same feature is used,

changing only the value to PIR, creating the question: ”Is the Place Entrance?”. Figure 4.2 presents this

scenario.

A

B C

Maindoor Magnetic Entrance Leaving

Fridge Magnetic Kitchen Snack

Maindoor Magnetic Entrance Leaving

Door PIR Living Grooming

Door PIR Living SpareTime_TV

Door PIR Bedroom Sleeping

Door PIR Bedroom Sleeping

Door PIR Bedroom Sleeping

Door PIR Bedroom Sleeping

Door PIR Living Grooming

Microwave Electric Kitchen Snack

Door PIR Living Grooming

Door PIR Living SpareTime_TV

Seat PIR Living SpareTime_TV

Is the Type Magnetic?

TrueFalse

Is the Place Entrance?

Fridge Magnetic Kitchen Snack Maindoor Magnetic Entrance Leaving

Maindoor Magnetic Entrance Leaving

D E

TrueFalse

Figure 4.2 Example of Decision Tree.

From this image, it is possible to evidence that, with only two questions (nodes A and C), two types of

activity were identified from a total of five different activities. The best questions are those that reduce the

most of uncertainty of the answers. As stated above, GINI Impurity and Information Gain help this process.

The quantification of uncertainty (GINI Impurity) varies from 0 to 1, where values near zero represent less

uncertainty and values near one represents more uncertainty.

GINI Impurity refers to the probability of incorrectness of an aleatoric relation between one label and

one example based on a specific feature as criteria. For instance, assuming a group of five different objects

and another group with five different labels representing the name for these objects, the aleatoric relation

between one object of each group has a probability of 80% of being incorrect, i.e., 1 - 1/5 = 0,8. And,

consequently, only 20% of being correct, i.e., 1 - 0,8 = 0,2.

However, most of the time, in realistic situations, the proportions of the groups will not be the same.

In table 4.1, there are fourteen examples to only five labels. In these cases, GINI Impurity is the result of

the sum of the probabilities for each feature, as follows:

𝐺 (𝑘) =
𝑛∑
𝑖=1

𝑃 (𝑖) ∗ (1 − 𝑃 (𝑖))

After finding the GINI Impurity value for the Yes and for the No questions, it is necessary to calculate

the average among them.

The information gain results from the difference between the impurity of the entire training set and the

average of the impurities of the yes/no questions. The feature with more information gain should be used
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as the basis for questions in the node.

4.1.4 Pruning

The main goal of pruning a DT is to minimize the prediction error rate (Hssina et al., 2014). Many times,

processing training data leads to overfitting. This impacts the analysis of new data over time. Pruning

a DT refers to the process of eliminating some of the branches that have a low contribution to the data

classification. This improves the accuracy of the prediction and reduces the complexity of the classification

process (Hssina et al., 2014).

Pessimistic associated error is used to analyse the total instances, considering that a specific amount

of them do not appear in the most regular classes. Considering that, the estimated error is calculated by:

𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝐸𝑟𝑟𝑜𝑟 = 𝑁𝐾

Where:

• 𝑁 is the total of examples;

• 𝐾 is the total of errors.

The estimated error of branches is added and compared to sub-trees. If the result is higher than the

leaf, the sub-tree is pruned.

4.2 Summary

This Chapter discussed the topic of Decision Trees, a supervised learning approach that aims to classify

data according to similar characteristics. Three algorithms were described emphasizing their features (ID

3, C4.5, and CART).

The dataset used as input was described, differentiating the roles of the group of attributes from the

label, which is the base of the distribution and refers to the prediction of the data(the classification itself).

The stages that compose the classification were explained, by detailing the process of dividing the tree into

two subsets, according to partial splitting. This process is repeated, aiming to get the most approximated

pure separation of data as possible. The features of the dataset are used to perform this task. They are

used to create questions in which the result leads to homogeneous subsets of data. The fact that examples

may fit in more than one label may lead to a not perfectly pure result, i.e., items cannot be completely

isolated from others.

The importance of using Entropy to identify the amount of information provided by the rows of the

training set and the Information gain to define how to separate data along the tree nodes were discussed.

Characteristics about these parameters were evidenced in the sense of the importance of understand-

ing their meaning and how they influence the division of a subset. The formal definition of Entropy and

Information Gain was described, highlighting how they can be applied to the creation of a decision tree.
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A second dataset was briefly presented in order to be used in the explanations of the algorithms.

Further details about it are discussed in Chapter 6.

ID 3 algorithm was characterized. Its efficiency was discussed by presenting an example of use. Ad-

vantages and limitations were evidenced. The fact that it does not support datasets with missing values

becomes a drawback when compared to others. Also, results may not be satisfactory when using large

distributions.

C 4.5 algorithm uses gain ration as a metric for the definition of which attribute to be considered for

the splitting of data into subsets. In other words, it considers the level of impurity present in the dataset.

The higher is the gain ratio, the more homogeneous the separation of data tends to be. Contrasting with

ID 3, C 4.5 does not consider the number of different labels for the classification, and it is able to deal

with datasets that contain missing values.

The third algorithm reviewed in this Chapter was CART, which was chosen to be used for the devel-

opment of the proposal of this thesis. Different from the other two algorithms, it uses GINI Impurity to

identify the level of uncertainty present in the dataset, and based on that, it calculates the Information

Gain to find how much of it can be reduced with the categorization. The approach was applied to a subset

of the second dataset aiming for more precise visualization of how the classification is created. Details

about the formalization of GINI impurity and Information Gain were addressed, with the discussion of the

results for that particular example.

At last, this Chapter presented a brief examination of the possibility of pruning decision trees. Charac-

teristics of this process were given, highlighting advantages and how to calculate the adequate Estimate

error for the pruning tree branches.

The following Chapter discusses the topic of Formal Grammar, more specifically, how Attribute Gram-

mars can contribute to the consolidation of context-aware environments.
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5
Formal Grammars

Concepts related to formal grammars are discussed here. Context-free grammars are

described with their characteristics, structure of derivation tree, and dependency graph.

Attribute grammars are considered an extension of it and are also addressed by

describing an algorithm, the derivation tree, and formal structure. A possibility of relation

with intelligent environments and application to a context validation is discussed. An

example with production and semantic rules is detailed.

Formal grammars were initially proposed by Chomsky (1956) to describe natural languages and are widely

used in programming languages to validate its syntax (Slonneger and Kurtz, 1995). They allow the definition

of the shape of symbols, creating restrictions, giving the language a strict notation (Henriques, 2013).

Chomsky (1956) represented formal grammar through a finite set of the terminal (Σ) and non-terminal

(N) symbols, a finite set of production rules (P), and one starting symbol (S). The following tuple represents

the generic form of formal grammars.

CFG = < Σ, N, P, S >;

The terminal symbols represent the alphabet of the language. The non-terminal represent syntactic

categories, which include subsets of sentences. Production rules are used to describe the behaviour of

the non-terminal symbols, i.e., from what they will be composed of or what terminals and non-terminals

are allowed. The starting symbol is the most important in grammar, once it represents the structure of the

sentence of the language (Slonneger and Kurtz, 1995).

The structure provided by this tuple is used as basis for the definition of four types of formal grammars

(Chomsky, 1956): unrestricted, context-sensitive, context-free and attribute grammars. Considering the

scope of this research, the following sections will address only context-free and attribute grammars.
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Thus, this Chapter aims to introduce concepts related to Context-Free Grammars and, after that, At-

tributes Grammars. At last, it will be described the relation between Attributes Grammars and Intelligent

Environments, highlighting how they can contribute to the evolution of such domains.

5.1 Context-Free Grammars

Context-Free Grammars (CFGs) are a formal notation to describe languages. They provide definitions for

symbols, how they must be structured, and how they can be combined to represent the sentences of a

language (Henriques, 2013). CFGs are used to define meta-languages, i.e., a language to define languages.

It has the restriction of allowing only one non-terminal in the Left-Hand Side (LHS) of the rule. The Right-

Hand Side (RHS) may be composed of terminals and/ or non-terminals (Slonneger and Kurtz, 1995).

Thus, considering P as the set of production rules and p being each of them (where p ∈ P), the following

code presents the generic structure of a production rule of a CFG.

p1: S→ N;

p2: N→ N1 | Σ | N2;

p3: Σ→ <set of terminal symbols>.

Where the arrow symbol (→) represents the derivative operator.

In p2, it was used numbers to differ non-terminals among themselves. The productions defined by the

three rules represent a complete structure of a language. It can vary from a straightforward terminal to a

range of terminals and non-terminals grouped, following the specific restrictions defined for the language.

The first rule (p1) presents the starting symbol with its derivative production. It represents the structure

of the grammar’s axiom (Henriques, 2013). The RHS of this rule can never be a terminal once it would

restrict the language to only the terminal.

The second production (p2) describes how the terminal symbols can be combined through the use of

non-terminals. Some variations of the RHS of this rule is the following:

p2.1: N→ N1;

p2.2: N→ N1 | Σ;

p2.3: N→ Σ | N1;

p2.4: N→ Σ;

The terminal symbols are produced in p3. According to Henriques (2013), they represent reserved

words, signs, and terminal classes. These terminals are applied to all other rules where the symbol Σ is

present in the RHS. For instance in the productions p2.2, p2.3 and p2.4.

It is important to address that a CFG has as its main goal dealing with syntactic issues of a language.

It does not address the semantics. The results of the productions do not validate the base case of their

recursion, as presented following in the example:

N→ N1

N1→ ( ( N2, Σ ) )

N2→ ( ( ( N3, Σ ), Σ ) )
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N3→ ( ( ( ( N4, Σ ), Σ ), Σ ) )

N4→ ( ( ( ( ( N5, Σ ), Σ ), Σ ), Σ ) )

N5→ (...)

In order to finish this recursion, at some point, Ni must assume the value of a terminal symbol once

the terminal represents the alphabet of the language. In other words, to finish the recursion, the production

of p2.4. must be executed.

Each production of the grammar results in a Derivation Tree where the root is the LHS’s symbol. The

RHS’s symbol(s) represent(s) the descendants of it (Henriques, 2013). Figure 5.1 presents the Derivation

Trees for each of the aforementioned productions, including the starting and terminal symbols (respectively

p1, p2.4 and p3).

N5

ΣN1

S

N2

N1 N2

ΣN3

N4

ΣN5

N3

ΣN4

Figure 5.1 Derivation tree of the generic structure of Context-Free Grammars.

The complete Derivation Tree is the result of the combination of the productions, as shown in figure

5.2.

N4

N2

ΣN3

Σ

ΣN5

N1

S

Σ

Figure 5.2 Derivation tree of the generic structure of Context-Free Grammars.

This derivation tree presents the deepness of five recursions regarding the production 2. The verifica-

tion of recursive non-terminals among the productions can be done by creating directional graphs called

Dependency Graphs. The existence of full cycles involving non-terminals represent recursions, and, con-

sequently, this must be properly treated (Slonneger and Kurtz, 1995). Figure 5.3 presents an example of

this.

Considering that, according to Henriques (2013), CFGs are well-defined if all non-terminal symbols

are used in the LHS in at least one production rule. Besides that, all of them must be achieved from the

starting symbol. I.e., by executing the rules (beginning in S), it must be possible to reach all non-terminals
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Σ

Ni Σ

NS

Figure 5.3 Dependency graph of Context-Free Grammars.

symbols. At last, from every non-terminal, it must be possible to reach terminal symbols in at least one

production.

Thus, semantic validation still needs to be tackled. Attribute grammars address this issue, as described

in the following section.

5.2 Attribute Grammars

Attribute Grammars (AGs) can be used for verification of inputs and generation of codes (Slonneger and

Kurtz, 1995). They provide validation of context-sensitive aspects of a language (Knuth, 1968). For in-

stance, a programming language allows the verification of variables declaration and if the values ascribed

to them correspond to their type (Slonneger and Kurtz, 1995). Thus, while CFGs can perform syntax val-

idation, AGs can check for the meaning of them by creating restrictions to be applied in the definition of

the syntax constructions (Henriques, 2013).

Attributes Grammars extend the concept of Context-Free Grammars by adding semantic expression to

the validation provided by them. This makes Attributes Grammars become an excellent approach to deal

with situations where users and/ or machines may influence the behaviour of applications.

According to Slonneger and Kurtz (1995), each symbol of the grammar should have a set of attributes

with rules, restrictions, and values assigned to them. AGs are composed of synthesized and inherited

attributes. Assuming the sentences of a language organized in a parse tree, the synthesized attributes

allow the values to be used by its parents (one higher level in the tree) and by its children through inherited

attributes (one lower level in the tree). This provides the possibility of their manipulation at any node of the

tree.

Code 5.1 presents an example of the generic structure of production rules of AGs, based on the

definition of Slonneger and Kurtz (1995) using only synthesized attributes.

In line 1, the starting symbol represents the axiom and defines all language sentences’ structure. It

is composed of one or more non-terminal symbols. In lines 2 and 3, it is defined the restrictions that the

non-terminals must obey in order to produce correct sentences. Lines 4 to 7 define the productions for

the symbols. The LHS must be non-terminal. The RHS can be a terminal, non-terminal, or a combination

of both. In the example, the first production (line 4) refers only to a terminal. If that is the case, the

consequence defined in line 5 will be executed. Line 6 presents an alternative to line 4, where the same

production refers to a combination of one non-terminal and one terminal. If the analysis of the input
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Algorithm 5.1 Generic structure of AG with synthesized attributes

1: 𝑆 → 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1, 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2, ..., 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛
2: Restriction :
3: < 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑓 𝑜𝑟 𝑡ℎ𝑒 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑡𝑜 𝑏𝑒 𝑣𝑎𝑙𝑖𝑑 >
4: if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1 → 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿 then
5: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒1;
6: else if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1 → (𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1.1, 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿) then
7: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒2;
8: end if
9: if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2 → 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿 then

10: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒3;
11: else if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2 → (𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2.1, 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿) then
12: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒4;
13: end if
14: [...]

identifies this situation, the consequence defined in line 7 is executed. Lines 8 to 11 presents the analysis

of the second non-terminal. Productions with a similar structure (represented in line 12) must be defined

for each of the non-terminals present in the RHS of the sentence (line 1).

In this scenario, consequences 1 and 2 are represented by synthesized attributes. Non-terminals anal-

ysis begins in the leaves and travels through the nodes until the structure of the sentences, provided by

the starting symbol. Figure 5.4 presents the same structure through the parse tree for this grammar.

Σ

Σ

N1, N2, …, Nn

S

Σ

N1

N1.1 Σ

Nn

Nn.1
Σ

N2

Nn.2

Σ

Consequence1

Consequence2

Consequence1
Consequence3

Figure 5.4 Derivative tree with synthesized attributes.

Another approach for parsing sentences of a language is through synthesized and inherited attributes.

This is advised when the sentence is composed of more than one non-terminal. Thus, a relation between
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the symbols must be established. The analysis of the first one is performed with synthesized attributes

and the others with inherited attributes. The following code (5.2) is based on the definition presented in

Slonneger and Kurtz (1995) and describes this situation.

Algorithm 5.2 Generic structure of AG with synthesized and inherited attributes

1: 𝑆 → 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1, 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2, ..., 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛
2: Restriction :
3: < 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑎𝑡 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑒𝑠 𝑡ℎ𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑜 𝑓 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1 𝑎𝑛𝑑 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2 >
4: < ... >
5: < 𝑟𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑎𝑡 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑒𝑠 𝑡ℎ𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑜 𝑓 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1 𝑎𝑛𝑑 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛 >
6: if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1 → 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿 then
7: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒1;
8: else if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1 → (𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙1.1, 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿) then
9: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒2;

10: end if
11: if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2 → 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿 then
12: Restriction :
13: < 𝑅𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 𝑜 𝑓 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2 >
14: else if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2 → (𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙2.1, 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿) then
15: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒3;
16: end if
17: [...]
18: if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛 → 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿 then
19: Restriction :
20: < 𝑅𝑒𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 𝑎𝑛𝑎𝑙𝑦𝑠𝑖𝑠 𝑜 𝑓 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛 >
21: else if 𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛 → (𝑛𝑜𝑛 − 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙𝑛.1, 𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝐿) then
22: 𝐶𝑜𝑛𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑛+1;
23: end if

Following the same principle of code 5.1, in line 1, the starting symbol analyses the structure of

the sentences, which may be composed of one or more non-terminal symbols. The difference is that,

here, the grammar associates synthesized attributes to non-terminal1 and inherited attributes to all other

non-terminals (lines 2 to 5). Considering that, the processing of the first non-terminal (lines 6 to 9) has

the same structure as the first example. If one of the other non-terminal symbols derives a terminal, for

instance, in line 10, specific restrictions related to it must be verified in order to ensure the parsing of the

corresponding input’s subset (lines 11 and 12). This means that different from what happens in code 5.1

where the validation of the input is performed in the root of the tree, here, the validation is done in the

current node, and its result is passed to its children. Line 13 presents an alternative production composed

of one non-terminal and one terminal. If the parser identifies this situation, a specific consequence must

be executed (line 14). The following lines (15 to 20) represent the same logic applied to the rest of the

non-terminals present in the production of the starting symbol.

Using an approach with synthesized and inherited attributes makes it possible to manipulate them in

any tree node. This means that the process of validation of an input sentence becomes easier once the

search for inconsistencies can be performed at any time.
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5.2.1 Formal Structure of Attribute Grammars

As aforementioned, attribute grammars extend context-free grammar by providing semantic validation to

the sentences of the language. Considering that, according to Slonneger and Kurtz (1995), results of

productions rules (derivations) of an AG will be satisfied if, and only if, a corresponding CFG is satisfied

with all conditions being true.

Using the notation provided by Henriques (2013), the following tuple represents the structure of AGs:

AG = <CFG, A, ER, CC, TR>;

Besides all the elements of the CFG, it is also composed of a set of symbols’ attributes (A). Depending

on the semantic parsing, they can assume inherited or synthesized characteristics. The set of attributes

of a given symbol X, represented by A(X), is the result of its inherited and synthesized attributes (A(X) =

Inh(X) ∪ Syn(X)). The values of attributes must obey semantic restrictions regarding to their domain of

application. Semantic rules are associated with the productions in order to define those values.

Considering that every production rule belongs to the set of productions (p ∈ P), the evaluation rules

(ER) are used to create restrictions in the production rules by dictating what the attribute values could

assume. The set of context conditions CC validates the semantics of the sentences, and TR is the set of

translation rules.

The workflow for processing sentences of a language-driven by AG is the following (Henriques, 2013):

• In the derivation tree, the symbols are associated with a set of properties, referring to the attributes.

This results in the Decorated Derivation Tree (DDT);

• The meaning of sentences result from the semantic analysis of the symbols, which are defined by

the properties of the grammar’s axiom;

• The translation rules allow the semantic analysis of sentences and symbols to achieve an expected

output.

Sentences can only be processed after been validated in all these steps.

5.2.2 Attribute Grammars Applied to Intelligent Environments

Attribute Grammar (AG) is a wide field of investigation with several relevant contributions regarding the

validation of programming languages. It introduces semantic rules into Context-Free Grammars, inserting

meaning to the analysis of the grammar (Knuth, 1968). Still, according to Knuth (1968), the semantics

for the rules is achieved through the definition of attributes for non-terminal symbols by associating them

with each production. This way, they are defined to manipulate attributes, which are associated with the

grammar symbols.

The lexical and syntactical phases of processing precede the semantic. The lexical analysis has as

the primary goal to analyse the inputs and convert them into a set of terminal symbols. The result of this
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processing is used in the syntactical phase to generate an Abstract Syntax Tree (AST) Bürger et al. (2010).

These two first phases can be applied to intelligent environments once this kind of domain should be filled

with sensors sending raw data to be analysed by a context-aware system. Then, the semantic analysis is

performed to take unevaluated attributes as input and return evaluated ones.

Attribute Grammars emerge as an excellent approach to define models to validate context data related

to human actions. Despite having their origin coined to programming languages specification Knuth (1968),

they are already used in Intelligent Environments field to analyse the structure of human tasks Freitas et

al. (2019a). AG provides a formal and strict structure and the possibility of specifying semantics by defining

attributes for symbols and evaluation or validation rules associated with production rules.

Another characteristic of AGs is the possibility of manipulation of the attribute values at any node of

the tree Bürger et al. (2010). This feature is critical once in an intelligent environment, the states of entities

(attribute values in AGs) may change frequently, and their values must be available to be used by the

system at any time, with different purposes. A generic Abstract Syntax Tree of an intelligent environment

is presented in figure 5.5.

Terminal

Non-terminal

Non-terminalNon-terminal

Terminal

Terminal

TerminalTerminal

(a)

Context

EntityEntity

Sensor

data

Sensor

data

Sensor

data

Sensor

data

Sensor

data

(b)

Figure 5.5 a General structure of AST. b Generic AST for intelligent environments.

The terminal symbols, in a, represent the raw data sent by sensors from the intelligent environment, in

b. It refers to any data captured by the sensors (e.g., humidity, level of lightness, localization, the presence

of entities in a room). It will be used to characterize new situations (new context). In the general structure a,

it will be characterized as been synthesized or inherited attributes and can be analyzed in different nodes of

the tree. The entities represent the non-terminal symbols in an AG and may assume all their characteristics.

They can be composed of several data properties (attributes). Besides that, attribute values from one entity

may be used by other entities. In these cases, they will assume synthesized or inherited features. From

the generic AST, it is possible to define rules to validate the structure that will be applied context-aware

system.

Thus, it is possible to state that AGs can contribute to the consolidation of intelligent environments

through different approaches. This ph.D. work, it will address the possibility of applying AGs for the valida-

tion of activities of users.
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5.2.3 Attribute Grammar for Context Validation

Intelligent environments are dynamic domains in which the state of entities (user, devices, and objects)

may change frequently. Attribute grammars can easily handle this dynamicity.

The main advantage of attribute grammars is that they allow lexical, syntactic, and semantic data

verification. According to Burger et al. (2010), in the first step (lexical analysis), the data is transformed

into terminal symbols and will represent leaves (terminal nodes) in an Abstract Syntax Tree (AST). After

this, symbols are organized into a hierarchical structure, creating the AST (syntactic analysis). At last, in

the semantic analysis, this data is evaluated according to pre-established rules to ensure the complete

correctness input required to produce correct output.

Attribute grammars are composed of production rules, which are defined using terminals and non-

terminals symbols. The terminals represent the data itself, considering pre-established restrictions. Non-

terminals can be seen as a composition of one or more terminals and are used to build the productions.

They specify the formalism that ensures that each entry passes through a verification regarding its

composition. Considering human activities in smart houses, it was defined that it is essential to monitor

the sensors that collect data, timestamps of the activities, local where the user performs them, devices,

appliances, or objects, and a description with additional information.

Following, it is presented an example of productions that define the structure of a language (in that

case, the input data structure).

p1: 𝑐𝑜𝑛𝑡𝑒𝑥𝑡 → 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦+
p2: 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 → 𝑖𝑑, 𝑟𝑒𝑐𝑜𝑟𝑑

p3: 𝑟𝑒𝑐𝑜𝑟𝑑 → 𝑑𝑎𝑡𝑒_𝑏𝑒𝑔𝑖𝑛, ℎ𝑜𝑢𝑟_𝑏𝑒𝑔𝑖𝑛, 𝑑𝑎𝑡𝑒_𝑒𝑛𝑑, ℎ𝑜𝑢𝑟_𝑒𝑛𝑑, 𝑙𝑜𝑐𝑎𝑙, 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛∗, 𝑠𝑒𝑛𝑠𝑜𝑟_𝑠𝑡𝑎𝑡𝑒
p4: 𝑙𝑜𝑐𝑎𝑙 → 𝑝𝑙𝑎𝑐𝑒, 𝑟𝑜𝑜𝑚

p5: 𝑑𝑎𝑡𝑒_𝑏𝑒𝑔𝑖𝑛 → 𝑠𝑒𝑛𝑠𝑜𝑟_𝑖𝑑, 𝐷𝐴𝑇𝐸

p6: ℎ𝑜𝑢𝑟_𝑏𝑒𝑔𝑖𝑛 → 𝑠𝑒𝑛𝑠𝑜𝑟_𝑖𝑑, 𝐻𝑂𝑈𝑅

p7: 𝑑𝑎𝑡𝑒_𝑒𝑛𝑑 → 𝑠𝑒𝑛𝑠𝑜𝑟_𝑖𝑑, 𝐷𝐴𝑇𝐸

p8: ℎ𝑜𝑢𝑟_𝑒𝑛𝑑 → 𝑠𝑒𝑛𝑠𝑜𝑟_𝑖𝑑, 𝐻𝑂𝑈𝑅

p9: 𝑝𝑙𝑎𝑐𝑒 → 𝑠𝑒𝑛𝑠𝑜𝑟_𝑖𝑑, 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒

p10: 𝑟𝑜𝑜𝑚 → 𝑇𝐸𝑋𝑇

p11: 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 → 𝑇𝐸𝑋𝑇

p12: 𝑠𝑒𝑛𝑠𝑜𝑟_𝑖𝑑 → 𝑇𝐸𝑋𝑇

p13: 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒 → 𝑇𝐸𝑋𝑇

p14: 𝑠𝑒𝑛𝑠𝑜𝑟_𝑠𝑡𝑎𝑡𝑒 → 𝑆𝐸𝑇_𝑂𝐹_𝑆𝑇𝐴𝑇𝐸𝑆

The symbols that appear in capital letters are terminals. All of them were defined in the grammar in

a way that their values were correctly validated. For instance, in p5 the symbol DATE has restrictions to

accept only valid dates in the format YYYY-MM-DD. In p14, the symbol SET_OF_STATES was defined to

accept specific values within a pre-defined interval.
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The first rule (p1) defines the axiom of the grammar. It means that it restrains the type of acceptable

inputs. The verification performed in all other production rules will affect this axiom. Considering the

domain of daily human activities, it states that a context can be composed of one or more activities. This

was defined because, depending on what the user performs, it will be necessary to integrate two or more

small actions to represent an activity and, consequently, the context of the user. The second rule (p2)

states that each activity performed by the user must contain an identification code of the sensor that sent

the data and a record. Identification of sensors is important since one of the phases when dealing with

uncertain situations is identifying its source. Thus, the system should perform a sensor’s diagnostics to

find problems related to a specific one. More details about this process is given in section 6.3.1.

Rule p3 defines the structure of record. This case states that they should be composed of timestamps

that identify the beginning and ending date and hour of the occurrences. Depending on how the system

was developed and the types of sensors available, they can provide additional data. Thus, this rule also

has a description symbol to ensure that any extra information about an activity will be considered (p11).

Rules p5 and p7 verifies the structure of the dates of the beginning and ending that compose the

timestamps. Rules p6 and p8 check the beginning and ending hours of it. Rule p4 defines the structure

of the place and room of the house where an activity is being performed. The place symbol in p9 validates

the specific local, furniture or appliance where sensors are installed (p12). It also validates its identification

code. The symbol room validates the local of the house where the user is executing the tasks (p10).

Following, figure 5.6 presents an AST of an attribute grammar applied to a scenario described in Lyons

et al. (2010). It was adapted for the scope of this project and refers to a situation where a woman is sleeping

in her bed, as she usually does. However, in the middle of the night, at 1:00 am, she wakes up feeling

bad, with a stomach ache. The user decides to take medicine to relieve the pain. Motion and door sensors

provide data for the system to infer that the user is going to the medicine cabinet in the bathroom. The

woman takes the proper medicine and returns to bed. This activity has preparation steps (leaving the bed

and going to the bathroom) and the action itself of having the medicine.

Aiming a better visualization, the AST was divided in two parts a and b. The former contains data

related to the preparation steps. In this case, it represents a scenario where the user wakes up during the

night, leaves the bedroom, and goes to the local where the medicines are stored. The latter contains data

related to the action of taking medicine. Together, a and b, are children of the root of the tree, represented

by the context symbol.

The values of the attributes in this example refer to data acquired from sensors. After adequately

analyzing this raw data, the system fills the structure that the grammar will use to validate the activities.

Thus, the attributes of the symbols in the grammar are represented by context data.

The preparation steps that the user accomplishes before performing an activity itself are naturally

necessary (in the example, represented by the process of leaving the bedroom). Thus, it is crucial for the

system to understand them. Considering the structure of the grammar and the values of attributes for the

activity of takeMedicine, the productions will have the following behavior:

p5: 𝑑𝑎𝑡𝑒_𝑏𝑒𝑔𝑖𝑛 → 𝑑𝑡001, 2019 − 01 − 21
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Figure 5.6 Abstract Syntax Tree: (a) leave the bedroom. (b) take the medicine.

p6: ℎ𝑜𝑢𝑟_𝑏𝑒𝑔𝑖𝑛 → ℎ001, 1 : 00
p6: 𝑑𝑎𝑡𝑒_𝑒𝑛𝑑 → 𝑑𝑡001, 2019 − 01 − 21
p7: ℎ𝑜𝑢𝑟_𝑒𝑛𝑑 → ℎ001, 1 : 01
p7: 𝑙𝑜𝑐𝑎𝑙 → 𝑑𝑜𝑜𝑟, 𝑏𝑒𝑑𝑟𝑜𝑜𝑚

p7: 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 → 𝑙𝑒𝑎𝑣𝑒_𝑏𝑒𝑑𝑟𝑜𝑜𝑚

p5: 𝑑𝑎𝑡𝑒_𝑏𝑒𝑔𝑖𝑛 → 𝑑𝑡003, 2019 − 01 − 21
p6: ℎ𝑜𝑢𝑟_𝑏𝑒𝑔𝑖𝑛 → ℎ002, 1 : 02
p6: 𝑑𝑎𝑡𝑒_𝑒𝑛𝑑 → 𝑑𝑡003, 2019 − 01 − 21
p7: ℎ𝑜𝑢𝑟_𝑒𝑛𝑑 → ℎ002, 1 : 05
p7: 𝑙𝑜𝑐𝑎𝑙 →𝑚𝑒𝑑𝑖𝑐𝑖𝑛𝑒_𝑐𝑎𝑏𝑖𝑛𝑒𝑡, 𝑏𝑎𝑡ℎ𝑟𝑜𝑜𝑚

p7: 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 → 𝑡𝑎𝑘𝑒_𝑚𝑒𝑑𝑖𝑐𝑖𝑛𝑒

The system should have a module dedicated to the identification and analysis of patterns of behavior

to facilitate context interpretation. By understanding the steps that the user usually performs to accomplish

an activity, it is possible to identify the data that should be considered to model new activities. For instance,

based on past occurrences, the system identifies that occasionally when the user wakes up during the

night, she goes to the bathroom, opens the medicine cabinet, and takes medicine. Thus, it is possible

to infer that all these steps are part of the same activity. The AG will use this data as-synthesized and

inherited attributes for the symbols to validate the structure of the activity.

The validation is done through the analysis of each of the steps that composed them, considering

proper parameters. Besides that, the system identifies the conclusion of the activity by analyzing the

behavior of the user. It considers the time used to finish the actions, the record of the activity, and any
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other relevant information. If the values of these attributes are within a predefined acceptable range, the

system can infer that the activity was concluded with success.

The mapping and monitoring of activities are essential because any changes identified during the

execution of an activity may be related to problems with the user, for example, if considering an Ambient

Assisted Living domain, the unexpected changing of behavior can characterize health problems.

5.2.3.1 Semantic Rules

AGs allow the definition of inference rules that can be used to manipulate context data properly. The

execution of these rules increases the system’s knowledge once the amount of available data for reasoning

will be more significant. The following list presents some examples of semantic rules developed for the

validation/ identification of daily human activities to be used by context-aware systems.

1. record.duration = getActivityDuration(activity.activityID, record.date_begin, record.date_end,

record.hour_begin, record.hour_end);

2. activity.activityID = getActivityID(TEXT.value);

3. record.date_begin = getDate(DATE.value);

4. record.date_end = getDate(DATE.value);

5. record.hour_begin = getDate(HOUR.value);

6. record.hour_end = getDate(HOUR.value);

7. activity.identification = activityDescovery(activity.activityID, place.sensor_ID[], place.appliance[],

local.room);

8. place.sensor_ID = getSensor(TEXT.value);

9. place.appliance = getAppliance(TEXT.value);

10. local.room = getRoom(TEXT.value);

Rule 1 calculates the time spent by the user to perform an activity. To accomplish that, it analyses the

beginning and ending dates and hours. If the ending date and time are not available, it can use the current

system’s timestamps to finish the processing. To perform this calculation it is necessary to use the results

from the execution of rules 2, 3, 4, 5 and 6. If the total is out of a pre-defined range of an acceptable

amount of time, it may represent that the user is having problems to accomplish the task. Considering the

case study of taking medicine during the night, the structure of the semantic rules would be the following:

1. record.duration = getActivityDuration(activity.activityID, record.date_begin, record.date_end,

record.hour_begin, record.hour_end);

55



CHAPTER 5. FORMAL GRAMMARS

2. activity.activityID = act001;

3. record.date_begin = 2019-01-21;

4. record.date_end = 2019-01-21;

5. record.hour_begin = 01:00;

6. record.hour_end = 01:01;

1. record.duration = getActivityDuration(activity.activityID, record.date_begin, record.date_end,

record.hour_begin, record.hour_end);

2. activity.activityID = act002;

3. record.date_begin = 2019-01-21;

4. record.date_end = 2019-01-21;

5. record.hour_begin = 01:02;

6. record.hour_end = 01:05;

It is possible to evidence that to calculate the time of the activity of taking medicine is necessary to

execute rules 2 to 6 twice, changing only the parameters. This occurs because the activity is composed of

two sets of actions. One is referring to waking up and going to the bathroom, and others referring to the

process of opening the cabinet and taking medicine.

Rule 7 allows the system to identify the activity that the user is performing. The function activityDe-

scovery() receives a set of identification codes referring to the sensors used during the activity, the set of

appliances that the user used to perform it, and the local. It uses the resulting values of rules 8, 9 and

10 as parameters to perform this processing. The importance of 7 relays on the fact that the execution

of a specific activity in a different hour or day than the usual may represent an unpredictable change of

behavior, and the system should be aware of such change. In the case study, these rules would have the

following structure.

2. activity.activityID = act001;

7. activity.identification = activityDescovery(activity.activityID, place.sensor_ID[], place.appliance[],

local.room);

8. place.sensor_ID = door;

9. place.appliance = null;

10. local.room = bedroom;
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2. activity.activityID = act002;

7. activity.identification = activityDescovery(activity.activityID, place.sensor_ID[], place.appliance[],

local.room);

8. place.sensor_ID = medicineCabinet;

9. place.appliance = null;

10. local.room = bathroom;

In this example, the set of rules (2, 7, 8, 9 and 10) is also executed twice, once for each action that

composes the activity (leaving the bedroom and taking the medicine). Rule 9 receives a null value because

the user did not use any appliance to accomplish the activity. In a different scenario where the user watches

TV or uses the stove to cook a meal, for instance, the rule would assume valid values.

The rules are used as the basis for the analysis of the level of accuracy of specific contexts. This means

that they can contribute to the minimization of the problem of uncertainty. For instance, the system should

be aware of the time spent by the user to finish the activities. Following, algorithm 5.3 describes how

semantic rules could be used for context analysis.

Algorithm 5.3 Example of a semantic rule for context analysis

1: procedure ActivityAnalysis(expectedDurationValues[])
2: if 𝑔𝑒𝑡𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠) not in 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒𝑠 [] then
3: 𝑎𝑛𝑎𝑙𝑦𝑠𝑒 (𝑟𝑒𝑐𝑜𝑟𝑑.𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛)
4: end if
5: end procedure

The result produced by rule 1 should be analyzed against an established set of acceptable values,

referring to the time. If the result is not satisfactory, it means that there are problems related to the activity.

For instance, the value of record.hour_begin was not captured with precision, resulting in an uncertain

time spent, or it may be related to problems with the user once he is not able to finish the task as usual.

To solve this problem, all the processing of the rule record.duration should be executed again.

Despite the low complexity applied in this set of semantic rules, it is possible to state that, depending

on the application, attribute grammars create the possibility for the definition of much more complex rules.

5.3 Summary

This Chapter discussed the topic of Formal Grammars. The main goal was to relate this consolidated field

of research with intelligent environments.

The main objective of using formal grammars was reviewed, and its general structure was identified.

It allows the explicit definition of symbols with specific shapes and restrictions that they should obey. This

is achieved through the creation of language with a strict and formal notation.
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The first topic covered referred to Context-Free Grammars. The process of creating metalanguages

through this approach was depicted by detailing the phases of creation. The importance of a rich definition

of symbols to be used to represent sentences of languages was highlighted. The structure of the restrictions

was deeply analysed, emphasized the difference between non-terminals to terminals and the impossibility

of creating validations to case bases for recursion rules.

The generic structure of a production rule was presented, aiming to explain how they can be created

for a specific language. The goals of CFG were addressed and, consequently, some limitations of it. The

fact that it focuses only on syntactic validation of a language was discussed. Semantic issues can not be

covered. The concept of the Derivation Tree was described presenting steps of its creation.

The second topic covered by the Chapter referred to Attribute Grammars. Its debate was more profound

once it was used during the development of the framework that will be presented in the next Chapter. AGs

are considered extensions of CFGs that provide different aspects to the validation of languages that could

not be initially covered. The difference between synthesized and inherited attributes was enlightened and

generic structures of them were discussed (algorithms and derivative trees).

The formal structure of AGs was reviewed with the objective of emphasizing how its tuple could facil-

itate the understanding of its construction. Also, the phases of processing sentences through AGs were

evidenced.

As aforementioned, AGs is a consolidated field of investigation with solid contributions in the validation

of formal languages. This Chapter brought a new approach describing how they can be applied to intelli-

gent environments. The main contribution here is to show how two fields of research apparently without

similarities can contribute to each other. At last, an AG to validate context data was presented. The goal

was to analyse the possibility of using AG to ensure the structure of Activity Daily Living, i.e., ordinary tasks

performed by a user in a smart house.

A scenario representing activities performed by a user in a smart house was described with the aim of

illustrating how an AG can be applied to such a domain. The production rules were described and explained

as well as the generation of the Abstract Syntax Tree of two specific activities (leaving the bedroom and

taking medicine).

A group of semantic rules was created aiming to increase the knowledge about the context. A generic

structure of a semantic rule for context analysis was presented and validated. The main goal of this char-

acterization was to discuss the applicability of such rules to intelligent environments once there was no

evidence of the relation between these two fields of investigation.

The next Chapter presents the approach to deal with uncertain situations faced by context-aware sys-

tems. It uses the subjects discussed so far to create a framework to tackle the problem.
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6
An Approach to Cope with Uncertainty

A framework to be applied in context-aware systems is described in this Chapter. Its four

main modules, that perform specific sorts of data validation to prevent uncertain

situations, are explored. Their architectures allow context data to be analysed in a fluid

and logical sequence. A knowledge base is presented and is used to store data from past

situations. Context is formalized, uncertain situations are identified, and a decision tree is

used to cope with this problem. A new dataset is introduced to be used as a running

example.

Previous Chapters described different approaches to validate the context data. They can be applied

separately according to the goals of the system. Also, they can complement themselves, being used in

different steps of a more comprehensive analysis, aiming to improve the accuracy of the environment’s

interpretation. Figure 6.1 presents an approach that encompasses the refinement of context data through

attribute grammar, QoC analysis, and uncertainty identification. The main objective is to ensure that the

system uses only data that successfully passed through all the modules before decision-making.

Six modules compose this framework, including the input, output, and knowledge base. The valida-

tion of the data provided by the sensors is processed sequentially in three modules. First, its structure is

verified through a parser developed based on the AG. This parser aims to verify if the sequences of data

are structured according to the grammar restrictions. After that, the quality of context is analysed, consid-

ering the parameters discussed in section 3.1. Before generating an output, the last verification refers to

uncertainty identification, where the system searches for imperfect data that may compromise the correct

functioning of the system and impact the decision-making.

The following sections describe the modules responsible for validating the data provided by sensors.
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Figure 6.1 Context data refinement for decision making.

6.1 Attribute Grammar Module

This module is responsible for receiving data gathered from the environment and performs the first ver-

ification. It concerns to the validation of the data sequence structure (syntax) and static semantics. The

collected data compared against the parser’s production rules, where they will be analysed.

The grammar’s symbols were defined following a strict and formal structure. Thus, context data should

obey the restrictions that compose the axiom. After receiving the data set, an AST is generated to analyse

the input values. By completing this process, the system is capable of verifying if the set of data is coherently

based on the pre-defined conditions. This process is achieved by evaluating synthesized and inherited

attributes to compute the values within the nodes of the AST.

The most important task in this module is the execution of inference rules. The definition of which

ones will be executed depends on the type of context data. The main goal of this phase is to generate

knowledge to complement the data acquired from the environment. For instance, calculating an activity’s

duration or determining the user’s exact location based on raw data refers to coordinates. Algorithm 6.1

presents an example of the inference rule, which aims to identify an activity.

Algorithm 6.1 Inference rule to discover the activity based on timestamp and location

1: procedure ActivityDiscovery(TimestampBegin, TimestampEnd, room, appliances[])
2: 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 ← 𝑔𝑒𝑡𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝐵𝑒𝑔𝑖𝑛,𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝𝐸𝑛𝑑)
3: 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ← 𝑓 𝑖𝑛𝑑𝑈𝑠𝑒𝑟𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛(𝑟𝑜𝑜𝑚, 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠 [])
4: Analyse possible activities based on duration and location
5: end procedure

The rule could be executed after getting the time-stamps for the task starting and ending events and the

appliances1 used by the user are detected. The variable duration, in line 2, receives data that characterizes

the time spent to complete the task. The execution of the instruction in line 3 allows the system to identify
1 Home devices used to execute daily tasks. For instance, microwave, oven, and refrigerator.
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the exact location of the user, based on the room where he was spotted and the appliances that he had

been using. Line 4 represent a sequence of instructions that are executed to discover the activity performed

based on the data received by the rule and the inference from the above instructions.

The importance of this type of rule relies on the fact that if the system can generate more knowledge

based on the AG’s values, this could be used to minimize problems in the other modules (QoC and

Uncertainty). Besides that, it allows the system to verify if the sensors are sending adequate data and

if they follow patterns of behavior. Any significant changes related to this may configure problems with

the system or with the user, and the responsible entities should be notified. If any of these scenarios is

confirmed, the analysis of the context data is interrupted, and the other two modules are not executed until

the problem is solved. Figure 6.2 presents the structure of this module.

Input Structure
analysis

Knowledge
generation

Final 
validation

Production
rules

Inference
rules

AST

Attribute Grammar Module

QoC module

Figure 6.2 Attribute Grammar module.

The Structure analysis module centralizes all the phases of the validation. It receives lists of raw data

captured by sensors and prepares them. In this process, the module verifies the context of the environment

and uses only data that can contribute for the adaptation of services related to that context. For instance,

the input data may contain house appliances if they were detected because they are were powered on

(STATE: ON) and yet they not always contribute to the performance of a specific activity. Thus, this data

will not be considered by the Structure analysis module.

After being prepared, the data passes through the analysis of the Production rules module. The main

goal of this phase is to ensure that the resulting subset obeys the restriction imposed by the attribute

grammar’s axiom. This fact will avoid future inconsistencies between the input data and the requirements

of software agents to execute their services. If issues are found during this process, the data should pass

through a second preparation. Thus, more data may be included, deleted, or restructured in the context

subset before being submitted to the Production rules module again. The generation of the abstract syntax

tree results from this validation process. It will be used to verify lexical and syntactical elements of the

context subset through the hierarchical structure created in the tree.
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The Inference rules module is applied to the context subset after a successful validation in all the

previous steps. The data is then processed, aiming to increase the knowledge of the system about the

current state of the environment. In cases where the result of rules are able to derive new information, this

is incorporated to the context subset in the Knowledge generation module. If the analysis of the attribute

grammar is completed successfully, one Final validation is performed in order to verify the relevance of the

new information and if it can be used allied with the existing data. If this process is completed successfully,

the analysis of the context subset then continues to the second module of the framework, where the Quality

of Context is verified. Otherwise, it is interrupted, and this context subset is not used in the analysis of the

environment.

6.2 Quality of Context Module

After ensuring the structure of the data that composes a situation, it is crucial to analyze its level of quality.

Sensors that do not work correctly may provide imperfect data, and its processing generates new data that

is also imperfect. Thus, it is necessary to verify if the system is using relevant facts to orchestrate services.

It is essential to differentiate the verification provided by AGs and the one performed in this module. A

bathroom scale that sends the random user’s weight to the system can be used as an example to illustrate

the difference between them. The data is well-structured but considering past measurements, it indicates

a defective value.

There are several parameters that can be taken into consideration to ensure the quality of context data.

New parameters can be incorporated, and/ or existing ones might be ignored, depending on the situation

and the system’s goals.

Considering the domain of Activity Daily Living and smart houses, and the discussion of 3.1, the

parameters accuracy, usefulness, up-to-dateness, types of acquisition and representation and importance

are considered as being essential to ensure high quality of the context data. Each of them is compared

to a knowledge base. It stores previously validated data from past situations. It also keeps collections of

acceptable values for each type of data. If any of the parameters is not successfully validated, the system

should take a group of actions to avoid using imperfect data. Requisition of new data from sensors, starting

an interaction with the user, sending notifications to service providers, or just ignoring a specific piece of

data can be some of the precautions assumed by the system.

The process of validating the parameters does not ensure that the data has good quality. First, each

parameter is verified individually. Then, they must be analyzed together, and common elements in their

structure must be identified. Only data with all these characteristics are considered to have high QoC.

The analysis of QoC of a piece of data can be complicated, depending on the number of software

agents and their goals. An outdated data may be irrelevant for one agent but very accurate for another.

These agents may have different functions, making some of them more sensitive to context changes than

others. Thus, before discarding a piece of data, the system must verify, in this module, its usefulness to

all software agents. Figure 6.3 presents the structure of this module.
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Figure 6.3 Quality of Context module.

When the context subset successfully passes through the parser in Attribute Grammar Module verifi-

cation, the quality of its content is checked. This analysis is performed under two visions of the dataset. In

the Micro parameter analysis each value of the dataset is compared to others of the same type. If they are

consistent, it indicates that it has quality, considering the parameters mentioned above. The comparison is

performed according to past situations in which the data is stored in the knowledge base. The Knowledge

base receives requisitions from this module and returns pieces of data from past environmental situations.

The results of queries are compared to the variables of the context subset.

The Micro parameter analysis module analyses the values individually. It verifies if the data collected

by the sensor already appeared in other situations in the past. This comparison is essential once the

prediction model applied to identify context situations is based on a training dataset that contains activities

successfully identified and classified. When a piece of data does not match with values of any corresponding

range in the knowledge base, its quality is not verified.

In cases where a piece of data is not validated, this module must take Safety actions to avoid it

jeopardizing the context analysis. The actions depend on the piece of data and the context it belongs

to. For instance, problems related to the infrastructure (e. g. hardware and communication) or anything

that may compromise the health and safety of the user, the system can notify the Service providers and

interrupt the context analysis. However, in other scenarios, where the well-being of the user is not at stake,

the system could request more data from a specific sensor or start an interaction for him to provide

accurate data. In these cases, the Micro parameter analysis is executed again.

After successfully passing by the microanalysis, the verification of the QoC follows to the Macro param-

eter analysis. In this phase, the context of the situation is built. The coherence of its structure is validated

through the executions of queries to the Knowledge base.

63



CHAPTER 6. AN APPROACH TO COPE WITH UNCERTAINTY

Considering the diversity of objectives and services to execute, one agent uses specific pieces of

context data, which may be considered irrelevant to all the others. Thus, in both phases of parameter

analysis (micro and macro), before discard one piece of data, the system should verify its relevance to all

software agents. If it uses helpful in any of them, the discarding process is canceled.

Context data is considered to have high quality if it passes through all these verification steps. Then, it

is sent to the Uncertainty module, where the last verification is performed.

6.3 Uncertainty Module

The main goal of this module is to identify problems related to context data that were not previously

addressed. From this identification, the system can minimize negative impacts on the user by assuming

safety measures to ensure its most appropriate behavior.

The first two modules are responsible for different types of validation of the context data and com-

plement each other. Despite the data having a well-structured (AG verification) and high quality (QoC

verification), sometimes it might not be as complete as it could. Thus, this module performs additional

verification.

Due to the natural dynamics of ADL environments, context data may become obsolete rapidly, as

described in section 3.1. Besides that, the random behavior of sensors makes them send wrong measure-

ments to the system, and this data can not be used for decision making.

Considering these issues, this module should maintain communication with the knowledge base to

verify if the current context data is as complete and valuable as it should. Among other information, the

knowledge base stores data from situations (activities) that were evidenced in the environment in the past.

The system performs queries to verify if the context data is reliable. This process prevents the use of

random data during the orchestration of services.

Besides that, if the system identifies that it needs specific context data that was not collected by the

sensors to build a context situation, it can use data from the registers of past situations. Thus, it allows

the system to complete the process of decision-making. However, users should be notified about the use

of old data.

6.3.1 Formalization of Context and Uncertainty Analysis

This section aims to present a formal representation of context situations and, from this, describe how

uncertain aspects of it can be identified for further analysis.

Intelligent environments analyse the current states of entities, identifying the relations among them

to create a computational model representing real-world contexts. These real-world contexts will be called

situations.

Definition of situation: Refer to specific settings of the environment, in specific moments of time and

involving specific sets of entities.
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The setting of the environment include anything that characterizes it and that a computational system

could use it to adapt services (e.g., location of the user). The moments in time is used to identify and

determine the starting and ending hours of tasks. They can help the system to identify situations and

possible overlapping of sequential tasks. The sets of entities include anything available in the environment

that is used as a source of data for other context building. This encompasses, for instance, the user, the

room where he is located, and available house appliances.

Considering that, one situation is composed of a set of context values received from sensors, it can be

formally represented by the following tuple:

𝑆𝑖 = ⟨𝑣1, 𝑣2, ..., 𝑣𝑘 , ..., 𝑣𝑛⟩

Where:

• 𝑖 refers to a specific situation of context;

• 𝑛 is the total number of context data used to compose the situation 𝑆𝑖 ;

• 1 < 𝑘 < 𝑛.

The 𝑣 values represent context data provided by physical sensors or the result of any processing

that involved data from them. In this case, the context-aware system itself is also seen as a source of

information. The situation 𝑆𝑖 is characterized by the set of values (context data). It may have as many

as necessary. The more significant is the amount of context data in its tuple; the more accurate will be

the representation of the environment and, consequently, the more accurate will be the actions that can

be performed. The absence of one or more of them may compromise the resulting representation of the

real-world context. For instance, if one of the missing values, 𝑣𝑘 , refers to the user’s current location in an

intelligent house, it might not be possible to recognize the activity he performs if this data is imperative for

this inference.

One problem that may emerge regarding the data of the situation is that, for each of them, a collection

of acceptable values must be defined. They are considered acceptable once used by the system in previous

analysis to validate situations. In other words, they are considered valid values because they were already

used in similar situations. Hence, they are stored in the knowledge base of the framework. Additional

approaches can be applied for the election of the most suitable attributes to fill the gaps of data. For

instance, prediction algorithms could use the existing data from the base to provide possible values with a

satisfactory confidence level. Regardless, the approach must consider the types of data and service goals.

This process allows the system to ensure that only valid states are considered for the identified situation.

For instance, considering that the human body temperature can vary from 35º Celsius to 41º (in case of

fever). If 𝑣𝑘 is equal to 31º Celsius and refers to the user’s body temperature in an Ambient Assisted Living,

the system should identify that this is not a valid number and, at least, not consider it for the analysis of

the situation.
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The formal specification of situations allows context-aware systems to take action. These actions are

functions of the situation 𝑆𝑖 and affect the current state of entities, such as users and devices, as well as

the environment itself. Actions produce results and can be represented as follows:

𝑎𝑐𝑡𝑖𝑜𝑛1(𝑆1) −→ 𝑟𝑒𝑠𝑢𝑙𝑡

𝑎𝑐𝑡𝑖𝑜𝑛2(𝑆1) −→ 𝑟𝑒𝑠𝑢𝑙𝑡

...

𝑎𝑐𝑡𝑖𝑜𝑛𝑛 (𝑆1) −→ 𝑟𝑒𝑠𝑢𝑙𝑡

In context-aware systems, actions refer to decision-making based on environmental data. They include

execution of applications or services, emission of alerts or warnings, the adaptation of appliances, and

others. The result of an action represents the consequence of its execution, i.e., how the action affects the

environment. One situation 𝑆 can be used as the basis for the execution of one or more actions. Besides

that, it is possible to create a chain of actions considering the results obtained in previous. They can be

represented as follows:

𝑎𝑐𝑡𝑖𝑜𝑛1(𝑆1) −→ 𝑟𝑒𝑠𝑢𝑙𝑡1
𝑎𝑐𝑡𝑖𝑜𝑛2(𝑆1 |𝑟𝑒𝑠𝑢𝑙𝑡1) −→ 𝑟𝑒𝑠𝑢𝑙𝑡2

𝑎𝑐𝑡𝑖𝑜𝑛3(𝑆1 |𝑟𝑒𝑠𝑢𝑙𝑡1 |𝑟𝑒𝑠𝑢𝑙𝑡2) −→ 𝑟𝑒𝑠𝑢𝑙𝑡3
...

In this case, previous results could be considered to execute current action if they are considered

relevant. I.e., if they have essential information about the environment and its context.

The context values that compose situations are validated in all the modules of the framework. Following,

algorithm 6.2 describes how the verification is performed in the Uncertainty module and its interactions

with the knowledge base in order to prepare the situation to be used for the system’s adaptation and

decision making.

The procedure receives as parameters the set of context data that composes the situation 𝑆 and an

array with the expected values for that situation. This array of expected values results from queries executed

over the knowledge base, using as inputs the data collected from sensors. For each context data, a series

of acceptable values is defined. An auxiliary array (occurances[]) is created with False values, in lines 3

and 4. After the verification, their states are changed to True if the corresponding sensor data has a value

that is within the pre-defined range. In lines 5 and 6, the elements of 𝑆 [] are compared to the set of

expected values for that specific situation. If this comparison results in a match, the state of that element,

in 𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 [], is changed to True (line 7). This routine will be finished after executing these steps for

all sensor data.

The existence of invalid context data is verified in line 10. If the return of the function CheckExis-

tanceFalseValues() is True, it means that the situation 𝑆 has null values or out of the pre-defined set of

acceptable range (False state). In this case, a set of actions must be executed. First, the system starts
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Algorithm 6.2 Analysis of the set of values of situation 𝑆

1: procedure SituationDataAnalysis(S[], expectedValues[])
2: 𝑗 ← 0
3: for 𝑖 ← 0 to 𝑙𝑒𝑛𝑔𝑡ℎ(𝑆 []) do
4: 𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 [𝑖] ← 𝐹𝑎𝑙𝑠𝑒
5: while 𝑗 < 𝑙𝑒𝑛𝑔𝑡ℎ(𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑉𝑎𝑙𝑢𝑒𝑠 []) OR 𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 [𝑖] is 𝐹𝑎𝑙𝑠𝑒 do
6: if 𝑆 [𝑖] == 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑉𝑎𝑙𝑢𝑒𝑠 [ 𝑗] then
7: 𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 [𝑖] ← 𝑇𝑟𝑢𝑒
8: end if
9: 𝑗 ← 𝑗 + 1

10: end while
11: 𝑗 ← 0
12: end for
13: if CheckExistanceFalseValues(𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 []) then
14: 𝑟𝑢𝑛𝑆𝑒𝑛𝑠𝑜𝑟𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 (𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 [], 𝑆 [])
15: 𝑁𝑜𝑡𝑆 [] ← 𝑔𝑒𝑡𝐹𝑎𝑙𝑠𝑒𝑉𝑎𝑙𝑢𝑒𝑠 (𝑜𝑐𝑐𝑢𝑟𝑎𝑛𝑐𝑒𝑠 [], 𝑆 [])
16: 𝑉𝑎𝑙𝑖𝑑𝑆 [] ← 𝐸𝑙𝑖𝑚𝑖𝑛𝑎𝑡𝑒𝐼𝑛𝑣𝑎𝑙𝑖𝑑 (𝑆 [], 𝑁𝑜𝑡𝑆 [])
17: 𝑟 ← 𝑟𝑢𝑛𝐴𝑐𝑡𝑖𝑜𝑛𝑠 (𝑉𝑎𝑙𝑖𝑑𝑆 [])
18: if !𝑟 then
19: 𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝐴𝑙𝑒𝑟𝑡 ()
20: 𝑖𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛(𝑆 [], 𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒𝑠 [])
21: end if
22: end if
23: end procedure

diagnosis tests for the sensor(s) responsible(s) for sending the invalid context data (line 11). This function

analyses hardware failures, checking if the sensor is online or not, and communication problems, starting

requisitions, and verifying the data received. If problems are detected, the system sends message alerts

to the responsible entities. After that, in line 12, the system removes the invalid data from the composition

of 𝑆 . The following tuples formalize this situation after the execution of this line code.

𝑆𝑖 = ⟨𝑣1, 𝑣2, ..., 𝑣𝑛⟩
𝑁𝑜𝑡𝑆𝑖 = ⟨𝑣1, 𝑣2, ..., 𝑣𝑚⟩

Where:

• 𝑁𝑜𝑡𝑆𝑖 contains only invalid data for the situation 𝑆𝑖 ;

• 𝑁𝑜𝑡𝑆𝑖 ∉ 𝑆𝑖 ;

• 𝑚 ≤ 𝑛.

A new array with only valid context data is created in line 13. This process is executed because, even

with missing values, actions could be performed for the situation 𝑆 (line 14). If not possible, an appropriate

message is sent to the user (lines 15 and 16). The function messageAlert identifies the invalid values and,
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depending on the type and amount, takes different decisions, such as alert the user about the missing

data or request new information to fill the gaps.

The instructions of lines 14, 15, and 16 refer to actions from the decision making module. Based on

the validation of context data from the three verification modules, the system analyzes which actions could

be triggered to adapt to the environment. Message alerts and interactions with the user may be necessary

to improve the orchestration of services.

Intelligent environments are related to the paradigm of ubiquitous computing where systems work au-

tonomously, with minimal explicit interaction with users (Weiser, 1993). However, according to Lim and

Dey (2011), the presentation of uncertain situations for them to solve helps the system to improve its knowl-

edge. Consequently, the assistance provided by it will be more accurate and personalized. Considering

this, in line 17, the specific requisition of context data through interaction with the user is performed, aiming

to improve the QoC and minimize the impact that incomplete context data can have on decision-making.

6.3.2 Decision Tree to Deal with Uncertainty

Decision trees allow the separation of sets of data according to labels. These labels refer to the classification

of the examples of the dataset. Even in cases where it is not possible to classify all of them, DTs provide

the probability of certainty that a group of data belongs to a label (class).

Considering this, DTs can be used to deal with uncertainty problems. In the case of a situation with

a lack of context data, the classification achieved from the training set could be used to analyse possible

values to fill the gaps.

A dataset developed by Ordónez et al. (2013) was used to facilitate understanding the application of

DT in uncertainty analysis. It presents data related to the monitoring of Activities Daily Living (ADL) of

two users in their respective smart houses. Considering that, one of the goals is to identify patterns of

behaviours and uncertainties related to it. For the development of this work, it was decided to use data

from one user. The data was collected over 21 days through 5 different types of sensors installed in the

five rooms of the house. The dataset contains ten different types of activities performed by the user in

his daily routine. The dataset was properly normalized and prepared. This process included the addition

of a new column to label the activities. Originally they were described in groups. As aforementioned, in

intelligent environments centred in humans, one situation refers to the contexts that surround them. Thus,

considering the structure of this dataset, each example of it can be seen as a real-world situation within

the user’s daily routine.

The dataset contains information related to the characteristics of the sensors used to detect activities.

Besides the activity’s timestamp, it stores the location of the sensors, the room of the house where they

were installed, the type of data they provide, and the name of the activity the user performed. The features

accept the following values:

• Place: Entrance,Bathroom,Bedroom,Kitchen,Living;
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• Type: Magnetic, PIR, Flush, Pressure, Electric;

• Location: Maindoor, Fridge, Cupboard, Shower, Basin, Door, Toilet, Seat, Bed, Microwave;

• Activity (Label): Leaving, Toileting, Showering, Sleeping, Breakfast, Lunch, Dinner, Snack, Spare_Time/TV,

Grooming.

No further information from the experiments developed by Ordónez et al. (2013) was used.

For each example, the label (Activity ) was assigned based on the analysis of the data provided by the

other features. The detection of a new situation in the environment means that the sensors provided a new

set of values. The tuple presented in 6.3.1 applied to this dataset will have the following structure:

𝑆𝑖 = ⟨𝑇𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝, 𝑃𝑙𝑎𝑐𝑒,𝑇𝑦𝑝𝑒, 𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛⟩

The importance of applying DTs to this dataset to find a reliable classification relies on the fact that the

variety of possibilities is considerably wide. For instance, to find the most appropriate question to be done

to separate the data, it is necessary to consider five possible values for Place, five other for Type and ten

different for Location, getting to a total of 250 possibilities. If the timestamps are considered, this number

grows even more. Table 6.1 shows the structure of the dataset with four samples randomly chosen.

Nº Begin End Location Type Place Activity

1 2012-11-12 01:53:19 2012-11-12 01:53:22 Door PIR Living Grooming
2 2012-11-12 01:53:27 2012-11-12 01:53:35 Basin PIR Bathroom Showering
3 2012-11-12 01:53:39 2012-11-12 01:54:27 Toilet Flush Bathroom Toileting
4 2012-11-12 01:53:53 2012-11-12 01:53:57 Door PIR Bedroom Sleeping
5 2012-11-12 01:55:09 2012-11-12 09:30:35 Bed Pressure Bedroom Sleeping

Table 6.1: Sample of dataset situations.

The dataset contains a total of 2334 registers, and it was divided into two subsets. One containing

1634 examples (70%) was used to train the classification model, and the second containing 700 (30%)

to test it. The testing set simulates situations in which there are missing values, i.e., the examples do not

have complete data. These gaps of data are filled with default values based on the classification provided

by the DT.

Thus, the classification of the training set provided by the DT could minimize the uncertainties pre-

sented here. The attributes with known values should be used to navigate the tree nodes where the answers

for the corresponding questions were true. Figure 6.4 presents one sub-tree to describe this scenario.

The timestamps of starting and finishing moment of the activity’s execution were omitted in this exam-

ple, aiming to visualize the tree better. However, in the actual analysis of the training set, they are taken

into consideration due to their importance in differentiating similar rows of the dataset.

The questions used as examples in this image were chosen based on the scores obtained in GINI

impurity and Information Gain. This example aims to discuss how the decision tree can be used to classify
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A

B C

Maindoor Magnetic Entrance Leaving

Fridge Magnetic Kitchen Snack

Maindoor Magnetic Entrance Leaving

Door PIR Living Grooming

Door PIR Living SpareTime_TV

Door PIR Bedroom Sleeping

Door PIR Bedroom Sleeping

Door PIR Bedroom Sleeping

Door PIR Bedroom Sleeping

Door PIR Living Grooming

Microwave Electric Kitchen Snack

Door PIR Living Grooming

Door PIR Living SpareTime_TV

Seat PIR Living SpareTime_TV

Is the Type Magnetic?

TrueFalse

Is the Place Entrance?

Fridge Magnetic Kitchen Snack Maindoor Magnetic Entrance Leaving

Maindoor Magnetic Entrance Leaving

D E

TrueFalse

1

3 4

2

Figure 6.4 Example of Decision Tree.

the activities by analysing the values from the columns of each row. The original subset of this example

refers to the union of tables 1 and 2, i.e., the table of the root node is the union of those from nodes B

and C. After two rounds of questions, it was possible to classify one of the activities (Leaving ), in table 4

(node E). The classification will not always be one hundred percent pure. Nevertheless, the distribution

provided by the tree can still be used to fill gaps of data when the system cannot gather it from the sensors

correctly, once it presents an acceptable level of confidence.

Table 6.2 presents a scenario with four examples of real-time situations with missing context data.

Nº Begin End Location Type Place Activity

1 2012-11-12 16:22:22 2012-11-12 16:22:29 Maindoor Magnetic null ?
2 2012-11-12 01:53:27 2012-11-12 01:53:35 null PIR null ?
3 2012-11-12 09:47:57 2012-11-12 09:48:12 Fridge Magnetic null ?
4 2012-11-12 01:53:53 2012-11-12 01:53:57 null PIR null ?

Table 6.2: Real-time situations with missing data.

By analysing the table, it is impossible to determine the classification of the activities based only on

the data provided. In case number 1, the combination Location: Maindoor and Type: Magnetic values

could be enough to perform this classification, even though the Place attribute is missing. This inference

is possible because, in this specific dataset, there is only one possible place where a sensor could be

installed considering this Location and Type, which refers to Place: Entrance. The combination of these

three values results in only one type of activity in this dataset: Leaving.

In case number 3, the same attribute is missing (Place). However, it is more complex to determine the

activity the user is performing since there is a range of possible activities that result from the combination

of Location: Fridge and Type: Magnetic. The Place and, consequently, the Activity classification could refer,

for instance to Kitchen and Breakfast, Lunch, Dinner or Snack.
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The activity classification of examples numbers 2 and 4 are more difficult to be determined because

both of them have the same values for the attribute Type and two other attributes are missing. The com-

plexity of classification relies on the fact that the value PIR when combining with, e.g., Location: Door

represent a considerable amount of examples in the dataset. Besides that, considering that a significant

number of examples in the training set has the combination of Location: Door and Type: PIR, the leaves

of the tree would not present a classification with a high probability of certainty. Thus, its relevance for the

definition of the activity decreases. However, the level of uncertainty would be lower when compared to

the input since the number of missing values would decrease. Then, based on the possibilities provided by

the DT, appropriate decision-making could be performed. For instance, request new data to the sensors,

ask for more information from the user, analyse possible services that could be triggered based on what

is known, and so on.

6.4 Summary

This Chapter presented the approach of this ph.D. work to cope with problems related to the uncertain

situation in a context-aware system. A framework composed of six modules was introduced. The input,

output, and database are represented, respectively, by the Sensor data, Decision making and the Knowl-

edge base of Expected data modules. The verification of the environmental data is performed in sequential

phases. The overall architecture of the framework is presented and explained. Aiming for a more profound

comprehension, the architectures of three main modules are also described and explored.

The first analysis occurs in the Attribute grammar module. It performs a validation of the structure

of the data, its syntax, and semantic. Also, it verifies if the data represents a coherent situation. Sets of

inference rules are executed according to the type of data that was received. All these phases are centralized

in the Structure analysis module. If any sort of issue is found during the process, it is interrupted, and

proper actions are executed to solve the problems. Successful outputs minimize further concerns in the

following steps.

The second verification is performed in the (QoC) module, where all the parameters discussed in

Chapter 3 are taken into consideration. The validation occurs based on different perspectives. In the

first one, then each piece of data is analysed individually, i.e., independently from the rest, in the Micro

parameter analysis module. Safety actions are ready to be triggered if any inconsistency is found that could

compromise the output. After that, the Macro parameter analysis uses the context values to compose a

situation of context and verifies if it is cohesive. Communication with software agents is executed, aiming

to verify the data’s usefulness during all the validation processes.

The last verification aims to find uncertainties related to the context data. In order to cope with this type

of problem, it was proposed a formalization of the context. Thus, it should be composed of finite values

that represent pieces of information from a real-world situation. Based on this, it is possible for a system

to create groups of rules. When executed, they represent actions that will have an impact on the situation.

The Uncertainty module queries the Knowledge base during the validation process. When it identifies
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issues from any sort group of measures are taken aiming to find solutions. If hardware failures are found,

an adequate search is triggered trying to diagnoses the problem. If invalid data are encountered, they

are eliminated from the subset that is being considered to build a situation. After this process, messages

are sent to the user and/ or service providers, alerting them about the invalid data. If they are essential

for context creation, the system explicitly asks for them for the user. All these functions were presented

through an algorithm and were fully discussed.

At last, the possibility of using the distribution of data provided by a decision tree was described. A

new running example was presented aiming to illustrate how the context-aware system could benefit from

it. After identifying uncertain situations, the system fills gaps of missing data with default values that were

considered valid in the past and classified correctly by the tree.

The next Chapter presents case studies based on the running examples aiming to validate this proposal.
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7
Case studies

The validation of the proposal is presented here. Several scenarios were created based on

the two datasets that are being used along this document. Arguments that support

validation via case studies are described in detail. The consequent achievement of the

main objective of the research is evidenced and discussed.

This Chapter aims to present the proposal’s validation by discussing case studies based on the two datasets

used along with the research. The first dataset was referring to the running example scenario, as described

in section 1.6 and the second referring to the dataset presented in Chapter 6.

7.1 Smart Apartment Activity Daily Living Monitoring Dataset

The following experiments were conducted based on the dataset used as a running example, described

in section 1.6. The dataset was created by Cook and Schmitter-Edgecombe (2009) and contains five

Activity Daily Living tasks: phone call, wash hands, cook, eat, and cleanclean. These tasks were executed

in sequence in a testbed environment. All the fifty volunteers were asked to perform the same sequence

of tasks, starting with the phone call where they received instructions for the next steps. One file for

each of the participants was created, containing data related to the tasks. The data was acquired from

motion, item, and water and burn sensors. The resulting dataset contains six thousand and four hundred

and ninety-seven registers. The file containing the data from all participants was chosen to be used to

conduction of the experiments presented here. The dataset was properly prepared according to the goals

of the research.
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7.1.1 Discrepancy Among Occurrences of the Same Activity

The first scenario evidenced from the dataset’s analysis refers to the time spent by the user to accomplish

each of the tasks. For the development of the experiment, it was taken into consideration all executions of

phone call activity. Figure 7.1 presents the results.

Figure 7.1: Time spent in each execution of activity Phone call (in minutes).

It was decided to use the phone call activity to represent the experiment due to its natural dynamicity

in the sense that one execution of it may take much more (or less) time than the others. Even though all

occurrences refer to the same type of phone call, i.e., in all of them, the user received the same information,

it is possible to evidence a high discrepancy among the time to conclude it. It was necessary three minutes

or less for the user to finish the activity in most of them, representing 87.5% of the occurrences. The other

12.5% represent only three occurrences. 8.33% for executions in 5 minutes and 4.17% in 6 minutes.

Considering that, it is possible to identify a pattern of behaviour of the user while answering this type

of phone call. In other words, according to the results, he normally takes the same time to finish this type

of call (3 minutes or less). However, in this scenario, the important analysis refers to the rest of the times.

The following code (7.1) represents the algorithm from the attribute grammar to analyse this situation:

Algorithm 7.1 Analysis of activity’s duration

1: procedure durationAnalysis()
2: 𝑡 ← 𝑔𝑒𝑡𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛(𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛)
3: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑡𝑟𝑢𝑒
4: if 𝑡 not in 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑𝑉𝑎𝑙𝑢𝑒𝑠 [] then
5: 𝑟𝑒𝑠𝑢𝑙𝑡 ← 𝑓 𝑎𝑙𝑠𝑒
6: 𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝐴𝑛𝑎𝑙𝑦𝑠𝑖𝑠 (𝑢𝑠𝑒𝑟, 𝑠𝑒𝑛𝑠𝑜𝑟𝑠)
7: end if
8: return 𝑟𝑒𝑠𝑢𝑙𝑡
9: end procedure

First, the time spent by the user to finish this activity is attributed to the variable t (line 2). Then, the

time spent by the user to finish the phone call activity is compared to a pre-defined range of expected
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values (line 4). The range was defined based on the previous analysis, where it was evidenced that, in this

case, the accepted time is 3 minutes or less. If this condition is True, a further user ’s analysis must be

performed considering parameters like his location and vital signs, including, for instance, heart rate, blood

pressure, and level of oxygen. Also, a diagnosis of the correct functioning of sensors must be performed

once this discrepancy may be related to hardware or communication problems (line 6). The result of the

analysis is returned through the variable result. The state of this variable is true if the duration of the activity

is within the expected time range or false, if otherwise.

In cases where the domain refers to an Ambient Assisted Living (AAL), where the user is a patient

with a health condition that must be monitored, this variance may be related to a sudden change in his

state. Thus, other types of sensors could be used. In another situation, this discrepancy may be related to

communication flaws between the system and the sensors, preventing them from sending updated data to

be analysed. This scenario could explain, for instance, the higher time used in the first occurrence (ACT-1),

where the communication between these agents was re-established after some minutes.

Thus, the uncertainty present in this situation may have two origins. Epistemic uncertainty is evidenced

in the case where the time spent represents unexpected changes in the user’s behaviour (more time than

usual to finish the task). If that is the case, the system must be able to understand it and suggest a

solution once it can compromise the user’s health. Aleatoric uncertainty is related to hardware flaws.

The system must also identify this scenario once its result can affect its performance, assuming random

behaviour. These types of uncertainty can be related to the definition provided by Chen et al. (2018), as

aforementioned.

Assuming that the real world is naturally uncertain (Freitas et al., 2018), it is hard for humans to create

long sequences of activities to perform during time intervals. Thus, creating computational representations

for every possible scenario of an environment is a complicated task, and yet, it is necessary to find ways

to deal with it. Uncertainty identification is the first step to face this situation. If a computational model is

capable of identifying sudden changes related to user’s behaviour, it can take safety precautions aiming to

minimize the impact of this nebulous context.

7.1.2 Abnormal Amount of Activities per Day

In this experiment, it was analysed the total of activities performed per day. A sudden change of these

values along the days may represent changes related to behaviour patterns or the user’s health. Figure 7.2

presents the result.

The graph shows good consistency regarding the number of activities executed per day. The majority

of the days, 84.61%, the user performed between five and ten activities. Despite having an increased

number of activities on the last day of monitoring, it is reasonable to state that it does not affect his

standard behaviour, once this represents an increase of five tasks (16,67%). It is essential to highlight that

the definition of daily activity can vary according to the interest and goals of the system. Its deepness is

directly related to its complexity. I.e., the broader is an activity, the complex it will be, and, consequently,
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Figure 7.2: Total of activities per day

the deeper it is, the simpler it will be. Complex activities tend to represent sets of small tasks. Thus, if the

user performs five activities during a day, each of them is probably composed of several minor activities.

Semantically, this graph shows that the user has a routine, probably using a constant time to perform

his tasks. Considering a scenario of AAL, it is possible to infer that the patient is able to perform all his

daily tasks, and his health condition is not being affected by that.

The uncertain situation is evidenced in day 4 where the number of activities was 25, i.e., much higher

than what was established as the standard amount in a regular day. There are several reasons for that.

However, considering only the information from the dataset, it is impossible to state with a high level of

confidence. For instance, in one scenario, it could refer to a weekend day where the user usually performs

more tasks (e.g., receive visitors or clean the house). It also could mean the user’s willingness to perform

tasks, showing an improvement in his health condition. However, if this were the case, the following days

would represent worsens of his health condition.

Regardless, as the number of activities on this particular day (4) has a high discrepancy compared

to other days, the system must be capable of identifying it. This is the first step in order to minimize the

impact of uncertainty in the domain. By the identification of its existence, it will be possible to circumvent

the situation with security measures.

A series of security actions could be executed after identifying the source of the uncertainty. They were

deeply discussed in section 6.3.1. After the proper handling, the set of data with inconsistencies may be

validated by the framework modules, if necessary.

However, it is essential to emphasize that despite representing problems related to the characterization

of context, it could also mean that the user performed a different number of activities than was expected.

This scenario should also be taken into consideration by the system.

7.1.3 Measurement Problems in Activities with the Same Duration

The experiment was conduct based on the relation between the time spent by the user in each activity

and the total of measurements of it. In order to show a clean result, only the cook activity was taken into
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consideration. The same principle can be applied to all other activities. Figure 7.3 presents this scenario.

Figure 7.3: Total of measurements per minute and duration of cook activity occurrences.

The activities in the graph are organized from the longest duration on the left side (ACT-43) to the

shortest duration in the correct size (ACT-108). The majority of the occurrences share a similar duration

time (blue line), in which those that took six minutes can be highlighted (ACT-113 to ACT-63). Nevertheless,

the total measurements per minute vary considerably among them (orange blocks). For instance, ACT-113

has 40.75% more measures per minute than ACT-63. This sort of discrepancy can be evidenced in other

comparisons as well. For instance, ACT-83 and ACT-3 have a duration (8 minutes). However, the former

has 44.28% more measures per minute than the latter. This fact means that the sensors were much more

active in executing some of the activities than the others.

As aforementioned, the two main types of uncertainty are related to misinterpretation of sensor signs,

including analysis of partial context data. They result in unreliable decision-making with incorrect interpre-

tation of situations. Also, hardware failures of sensors and communication problems may influence this.

Algorithm 7.2 describes how these types of uncertainty can be tackled.

Algorithm 7.2 Analysis of uncertainty

1: procedure uncertaintyAnalysis()
2: 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑇𝑦𝑝𝑒 ← 𝑔𝑒𝑡𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 ()
3: while durationAnalysis() is true do
4: if getAnalysis(measurements, duration) then
5: 𝑆𝐷 ← 𝑟𝑢𝑛𝑆𝑒𝑛𝑠𝑜𝑟𝑠𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 (𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦𝑇𝑦𝑝𝑒)
6: if SD then
7: 𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝐴𝑙𝑒𝑟𝑡 (𝑆𝐷)
8: end if
9: 𝐺𝐷 ← 𝑟𝑢𝑛𝐺𝑎𝑝𝑠𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 ()

10: if GD then
11: 𝑢𝑠𝑒𝑟𝐼𝑛𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛(𝐺𝐷)
12: end if
13: end if
14: end while
15: end procedure
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Line 2 defines the type of activity that is being analysed. The importance of this is that each of them

has specific parameters to be analysed, namely, duration times, types of sensors, and the number of

measurements. Line 3 is a call for the durationAnalysis method, described in code 7.1. If the return of

it is true, it means that the user finished the activity without experiencing problems, regarding the time

spent. Then, the relation between the total of measurements and the duration of the activity is analysed

(line 4). The total of signs sent by sensors to the system (context data) is directly related to the time spent

completing the activity and its type. This relation means that the more time the user performs an activity,

the more context data the system should receive. Considering that, the importance of this analysis relies

on the fact that, normally, activities of the same type that take a similar time to be completed should have

a similar amount of context data once the same set of sensors are being used.

The relation between the measurements and the duration of activities can be formalized through

different definitions, depending on the goals of the system. In this case study, it was used the average

of measurements of all occurrences and the average of time spent in all occurrences of an activity. The

following equation describes this:

𝑓 (𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡, 𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛) = {
𝑛∑
𝑖=1

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑖
𝑛

,
𝑚∑
𝑖=1

𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑖
𝑚

} (7.1)

If a considerable discrepancy between them is evidenced, some actions must be taken to prevent

the system from using inconclusive data. The first one is to run diagnosis tests aiming to find possible

sensor hardware failures (line 5). If problems are found, proper actions must be taken, for instance, send

warnings to the user or the service provider about it (line 7).

Services and applications of context-aware systems are executed based on the filling of pre-defined

requirements. In other words, the system needs a set of context data that enables it to understand situations

from the environment and trigger the most appropriate actions. Thus, when a discrepancy between the

duration and the total of measurements of an activity is evidenced, the system must run a diagnosis test

aiming to find possible information gaps and analyse how their absence influences the decision making

(line 9). According to Lim and Dey (2011), one approach to deal with uncertainty is to ask the user for

help to acquire additional data or eliminate the ambiguity of situations. Thus, if the system detects gaps

of information, it could start an interaction with the user asking him for information to fill those gaps (line

11).

7.2 Dataset 2: Activity Daily Living Recognition

Dataset 1, used for the conception of the running example, explicitly presents the starting and finishing

moment of time of the execution of an activity. This means that sets of lines could be used to represent

one single situation. Different from that, dataset 2, described in Chapter 6, an activity can be represented

in one single register. They are composed of, among other things, the type and local where the sensor

was installed. Each register stores only one sensor. Thus, to identify activities where more than one sensor
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was used, it is necessary to analyse sequences of lines, where the value of the attribute ActivityName is

the same. Besides that, the interval between the End from a specific line must be close enough to the

Begin of the next line. Assuming that small differences between the values of these attributes could not

represent another execution of an activity of the same type, it is possible to infer that they compose the

same occurrence, with sensors being used to detect sequences of actions. Following, table 7.1 describes

this scenario.

Nº Begin End Location Type Place Activity

587 2012-11-17 09:57:38 2012-11-17 09:57:42 Door PIR Kitchen Breakfast
588 2012-11-17 09:58:41 2012-11-17 09:58:47 Fridge Magnetic Kitchen Breakfast
589 2012-11-17 09:59:02 2012-11-17 09:59:05 Fridge Magnetic Kitchen Breakfast
590 2012-11-17 09:59:26 2012-11-17 10:00:56 Microwave Electric Kitchen Breakfast
591 2012-11-17 10:03:54 2012-11-17 10:03:58 Door PIR Kitchen Breakfast

Table 7.1: Structure of dataset 2.

The values of attributes End (first line) and Begin (second line), highlighted in red, describe a slight

difference of time-lapse between the two registers. This phenomenon must be present in all following

lines. Besides that, in all registers, the value of attribute Activity is Breakfast, meaning that they refer to

the same sort. Based on these pieces of evidence and the fact that different sensors were used along

with the registers, it is possible to conclude that they represent the same occurrence of that activity. This

inference will be used in the analysis of the following experiments of this section.

7.2.1 Duration Time Among Activities’ Occurrences

The first experiment conducted with the second dataset refers to the analysis of the duration time in

every activities’ occurrences. Activities of the same type were grouped and the time spent by the user

to perform them was calculated (in minutes). Following, figure 7.4 presents the result for the activity of

cooking breakfast.

From the image, it is possible to state that the user follows a pattern of behaviour since the necessary

time to prepare the meal was between 5 and 10 minutes in most of the occurrences. This amount of time

was evidenced in 7 of the 16 occurrences (43,75%). The activity Breakfast was chosen due to its natural

dynamicity, once sometimes the user may prepare a fast meal while in others when he has more time

to enjoy it, he may prepare something more elaborated, that takes more time to be ready. Considering

that, a volatile amount of time is expected during the analysis. However, some occurrences have present

a duration time that could be considered way out of the expected, namely in 5, 7, 12, and 14. These cases

should be analysed carefully. They could represent a scenario as aforementioned or represent uncertainty

of any sort, and the Algorithm 7.1 should be applied.

This situation could evidence one kind of uncertainty, where even though all values of the registers

are known, the interpretation of them is not clear compared to pre-defined standards. In this case, these

standards could include, for instance, the system’s knowledge about the user behaviour and the necessary
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Figure 7.4: time spent for the breakfast activity occurrences.

time to prepare a breakfast meal. The system should also consider changes in behaviour. They may simply

represent modifications related to the user’s state of mind or something that requires more attention, such

as the health state disturbance.

Considering that, there is apparently no missing data in the set represented by the graph, a detailed

analysis of it should be performed in order to understand the discrepancy in the occurrences 5, 7, 12, and

14. If anomalies of any sort are found, the set of functions provided by the Uncertainty module should be

used to cope with them. Algorithm 7.2 already described them in detail. After the correct identification of

the activity, the relation between the total of measurements (including the five registers) and the activity’s

duration is checked. Then, four steps are performed in sequence. The execution of each of them depends

on the results provided by the previous ones. Among them, user interaction stands out. In this case, it

allows the user to inform the system of what is happening with him in the environment.

A different type of uncertainty arises when a register from the dataset presents a lack of data. In this

situation, it is not possible to infer if it belongs to a subset that composes a specific activity. Following,

table 7.2 presents an example.

Nº Begin End Location Type Place Activity

16 2012-11-12 01:53:53 2012-11-12 01:53:57 Door PIR Bedroom Sleeping
17 2012-11-12 01:55:09 null null null null null
18 2012-11-12 09:31:16 2012-11-12 09:31:19 Door PIR Bedroom Sleeping

Table 7.2: Subset with missing data

By analysing the beginning and ending times from three tree lines, it could be possible to infer that the

missing data in the second line refers to Sleeping activity. This deduction could be made once the first and

third lines refer to this activity. However, considering that there is no End value for the second register, this
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inference may not be the most suitable for this scenario. It also could represent another everyday activity

for that time of the night, for instance, Toileting or preparing a Snack.

The most critical analysis of this table is that the uncertainty evidenced here has different characteris-

tics from the previous example and yet, may compromise the interpretation of the environment in several

forms. For instance, it would be impossible to perform the analysis presented in 7.4 without the necessary

data to calculate the duration time of all the occurrences of a specific activity. Thus, to ensure that this

analysis will be as accurate as possible, it is necessary to narrow this obstacle.

The classification provided by the decision tree described in 6.3 can be used to tackle the problem

of missing information. Although the result will not be as accurate as actual data provided by sensors, it

helps the system follow the stages of data analysis. For instance, the calculation of the activities’ duration

presented in 7.4 would not be possible to be done without all necessary values from attributes. However,

by filling gaps of context data with values from the classification tree, it is possible to compute the time

spent in each occurrence and look for any sort of discrepancy that may result in uncertain scenarios.

The context present in this example, allied with the distribution of the decision tree’s activities, can

help decrease the level of uncertain information. In this case, the context means the analysis of a set of

rows together instead of processing them separately. For instance, row 17, when analysed isolated, may

have a high level of uncertainty. However, the values of rows 16 and 18 may help to deal with this nebulous

situation. Considering that the previous and following activities refer to the same type of activity, and the

fact that this activity, specifically, takes a long time to be performed, one inference that could be made

is that activity of row 17 is also Sleeping. This inference could be confirmed through the analysis of the

classification provided by the decision tree. If the value of Begin attribute stays close to others in past

occurrences, another inference could be made towards the classification as Sleeping activity. These two

inferences complement each other, and together, help the minimization of uncertain situations.

It is important to emphasize that, besides identifying the type of activity, the rest of the values from

row 17 should also be known once they may be useful for the analysis of future cases. The knowledge

base of the framework that stores valid values from past situations can be queried to solve this problem.

The system could retrieve sets of occurrences of this type of activity and analyse the values that compose

them. Table 7.3 presents another set of occurrences of Sleeping, where similar values can be identified.

Nº Begin End Location Type Place Activity

158 2012-11-13 01:29:52 2012-11-13 01:29:56 Door PIR Bedroom Sleeping
159 2012-11-13 01:30:32 2012-11-13 08:51:15 Bed Pressure Bedroom Sleeping
160 2012-11-13 08:52:03 2012-11-13 08:52:06 Door PIR Bedroom Sleeping

Table 7.3: Occurrences of Sleeping activity

The training set used to build the distribution of the decision tree is used as the basis for the analysis

of rows with missing data. The similarity present in the data of tables 7.2 and 7.3 also contributes to the

minimization of negative impacts originated by uncertain situations.
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Algorithm 7.1 from section 7.1 can be applied to this case study. If any sort of inconsistency regarding

the duration, a sequence of actions is executed to cope with this problem. The system analyses the usual

time the user takes to finish it from the calculation of the duration spent performing it. This value is

compared against registers from the knowledge base. A further investigation is required when it does not

match the set of acceptable values. A detailed diagnosis of the user’s context is performed in situations like

this to ensure that this sudden change is not related to his health state. Hardware and network verification

are also checked.

7.2.2 Total Amount of Activities per Day

This case study analyses possible uncertainties related to the total amount of activities per day. Several

aspects should be considered in the study. For instance, the user may have different routines during week

and weekend days. Holidays also could affect the way he behaves. However, for the statistical analysis,

these details were not considered. They were taken into account during the semantic analysis, where

the reason for the possible discrepancy was verified. Figure 7.5 presents the total amount of activities

performed per day along the experiment period (21 days).
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Figure 7.5: Amount of activities per day.

The graph shows considerable volatility along the days regarding the number of activities performed

by the user. This scenario could difficult the process of behaviour identification once the probability of

finding patterns tends to decrease. However, considering the domain of intelligent houses where ordinary

activities are monitored and used to understand the user’s behaviour, this volatility is natural because it is

doubtful that the user would perform the exact same amount of tasks per day during a specific period.

The average of activities per day was used to analyse possible uncertainties in this case study. The

methodology used in 7.2.1 was also applied here to compute the occurrences of the activities. I.e., the

difference between the value of the attribute End in a line k and the value of the attribute Begin of the
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next row (k+1) should be small enough in order to represent the same occurrence. After that, the average

amount of activities per day was found, taking into account the total of 21 days of monitoring. At last,

considering the average, the pattern deviation was calculated. Days where the number of activities was

out of the pattern deviation, was considered to have an abnormal amount of activities performed by the

user. The following data resulted from this calculation.

• Average amount of activities per day: 46.1;

• Pattern deviation: 8.7;

• Number of activities considered abnormal: 54,8 or more and 37,4 or less;

• Days with abnormal amount of activities: 2012-11-12, 2012-11-22, 2012-11-26, 2012-11-29, 2012-

12-01.

It is important to emphasize that a day with an abnormal quantity of activities performed does not

directly mean a problem of context sensibility nor anything related to the user’s health state. As described

earlier, in 7.1.2, several factors could influence the user’s willingness to perform a group of tasks, for

instance, holidays, week or weekend days, weather conditions and others. Nevertheless, considering the

high discrepancy of the number of activities of this group (2012-11-12, 2012-11-22, 2012-11-26, 2012-11-

29, 2012-12-01), the origin of this phenomenon should be carefully inspected once it also could represent

problems that result in uncertain situations.

On the first day of monitoring (2012-11-12), a total of 64 activities were identified, representing 38.83%

more activities than the average. This difference is even higher on day 2012-12-01, where it was evidenced

47.50% more activities (total of 68). A more subtle disparity appears in day 2012-11-29, in which the system

identified 56 activities, representing 21,47% more than the average. A similar situation is witnessed in days

2012-11-22 and 2012-11-26 where, in both cases, the total of activities performed by the user was only

34, representing 26,25% less than the average.

The framework’s modules deal with the cases where high discrepancies were identified. This means

that additional verification is performed aiming to confirm the results. In this case study, this process is first

applied to each activity individually, and after that, they are used to count the total amount of occurrences

in one day. In the Attribute Grammar module, the structure of the activities is verified once more. In cases

where inference rules were applied, they are also analysed.

The parameters of QoC, discussed in section 3.1, are used to ensure that the occurrence of a specific

activity has all the requirements to be considered as of high quality. In this phase, the parameters are

considered while checking the consistency of the context data that composes the activity.

The Uncertainty module is especially useful during the verification of cases where the number of

activities in one day is considerably lower than the usual amount. This is evidenced in days 2012-11-

22 and 2012-11-26. The discrepancy, in this case, may mean that the system was not able to identify a

number o occurrences of the activity and, consequently, they are not included in the calculation of the total
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amount. Several reasons could be related to this variation, for instance, the lack of an adequate amount of

data to identify the activity or the simple fact that the user performed fewer tasks than usual. The former

case could be addressed by the framework in the Uncertainty module. Several actions could be taken

aiming to acquire more data that could help recognize the occurrence of an activity. Identifying possible

failures related to the sensors and their consequent repairing would improve the acquisition of data. The

explicit requisition of data through user interaction also helps the process. At last, the classification of the

data provided by the decision tree also can be used to minimize the lack of certainty. The resource of the

decision tree becomes a powerful asset since the dataset used to train it evolves along the time once data

of current situations can be incorporated into it.

Besides facing high discrepancy regarding the metrics, the system should consider cases where the

number of occurrences stays within the pre-established values but does not represent the actual amount of

activities performed. I.e., when the system cannot identify an activity, the final number is within the pattern

deviation. This phenomenon could represent a temporary flaw of the hardware and should be adequately

dealt with.

When discrepancies remain even after the data being applied once more to the framework, it is rea-

sonable to state that the amount of activities performed in one specific day does not present any uncertain

aspects. It may reflect a change of routine.

7.3 Identification of Elements that Result in Uncertain

Situations

The main objective of this thesis was the identification of elements that result in the characterization of

uncertain context in intelligent environments. It was decided to use intelligent houses as the domain of

study and the daily routine activities of users as context. This section aims the explicit elucidation of how

the main objective was achieved through the case studies presented in this Chapter.

The first conclusion that can be evidenced based on the analysis of the cases is that there are two

primary sources for the problems that impact the identification of context. One refers to the lack of data,

i.e., datasets that do not provide complete facts for training and testing. In cases where the knowledge base

is created in real-time, with sensors capturing and sending data to the context-aware system, this refers to

pieces of data that are not used for some of the reasons discussed in the previous Chapters. Missing data

from these two reasons impact the process of context identification. Actions can be taken to prevent or

deal with this issue. The approach of ignoring missing values during the processing is one approach that

is commonly adopted by context-aware systems. The result is that the environmental analysis is not as

accurate as it could be, and, consequently, the service adaptation may be affected. Another way of tackling

this is by filling the gaps of data with default values. They can be generated through past occurrences, where

similar situations were identified and considered relevant, with complete data. In the approach used in this

thesis, this refers to the dataset used as input. The classification provided by machine learning algorithms,
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such as decision trees, can be consulted to find pertinent data to fill these gaps. A third method to improve

the richness of the input data is through the execution of inference rules. Even with possible information

gaps, they may derive extra pieces of valuable values for the context analysis.

The second source of problems that impact context analysis appears when, despite having the com-

plete dataset values, they are not enough to provide information to be used by the system. In this type

of situation, uncertainty may be more challenging to identify. The difference between relevance or not of

a piece of data can be slight. It may only be identified if the goals of the system are well-defined. For

instance, a timestamp that could be applied in the calculus of an interval of time depends on its value to

be considered relevant, once its difference for an irrelevant timestamp is only the value that the attribute

stores. This scenario evidences the importance of a careful analysis of the quality of context (QoC).

Considering that, several elements can be identified as being responsible for the characterization of

uncertain contexts. The first one refers to the changing of user’s behaviour. If the system is not prepared

to deal with this variation, it may not understand that the user simply decided (or had) to perform a

group of activities in a different form than the usual. The consequence of this is that it will not make the

proper decisions, and the adaptation of services will not be as relevant as it could. Hardware failures is

another element that can compromise the context analysis. This phenomenon implicates in the generation

of aleatory data (e.g., random timestamp or user location) or even its absence. The use of outdated data

is another issue that emerges when sensors stop working correctly.

The problems mentioned above impact another group of elements, evidenced in the case studies. For

instance, in cases 7.1.1 and 7.1.2 the time spent by the user to perform specific activities was discussed,

emphasizing the occurrences where discrepancies were identified. It is possible to infer that circumstances

like this may be assumed to have possible uncertainties once they do not follow a pattern. However, this

statement only stands if the data used during the analysis is valid and relevant.

In cases 7.1.2 and 7.2.2 the daily routine of the user was analysed by counting the number of activities

performed along the day. This scenario can be seen as having a high complexity once several variables

should be considered, as discussed in detail in the respective subsections. Nevertheless, the distinct

aspects that they present indicate the possibility of using the user’s habits as an element of analysis for

the characterization of contexts.

At last, case 7.1.3 discussed a problem found in the relation between the time used during activities

and the number of measurements detected by sensors. This element can be associated with several others

described here. The variation spotted when analysing activities of the same type may indicate problems of

correct functioning of sensors related to the user’s health (e.g., stayed stand or seated without performing

any movement).

The elements discussed in this section can influence the knowledge of the system about the context

of an intelligent environment. They explicitly pointed out to accentuate how the case studies were used to

achieve the primary goal of this thesis.
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7.4 Summary

The proposal described in Chapter 6 was validated here through the analysis of five case studies. They

were created based on the two public datasets used as running examples along with this document. The

datasets refer to ordinary daily activities performed by one user within a specific interval of days in a smart

house. The choice for using two independent datasets evidences the versatility of the approach once they

have different structures.

For the study of the second dataset, some inferences and conventions were stated. This process is

justified because it was necessary to identify the starting and finishing moment in which one occurrence

of an activity happens.

Analyses were made, and the results were presented in graphs. Algorithms were presented to describe

how the framework deals with uncertain situations after being identified in the case studies. The cases

from section 7.2 do not have any algorithm once they use the same of section 7.1.

Two cases were created to validate the duration of specific activities, i.e., the necessary time for the user

to accomplish the task. They were randomly chosen. Another two cases analyse possible discrepancies

related to the number of activities performed per day. The mean number of activities and the value of

the pattern deviation were used as parameters to define what could be considered an abnormal amount

of occurrences. The fifth case study addressed the verification of problems related to the number of

measurements collected by sensors (data capturing) and its relation with the activity duration. A formal

definition of the relation Measurements x Duration was presented, aiming at the demonstration of how the

calculation is done. Based on that, it is possible to conclude that the analyses of the cases can complement

each other because some metrics are shared by two or more of them.

After evaluating the results evidenced in the case studies, the Chapter ends with a discussion of

how they helped to support the hypothesis of this work. A detailed debate of how they contributed to the

achievement of the main objective of the investigation was presented.
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Conclusion

This Chapter closes the Ph.D. work here reported. A summary of the dissertation is

presented. The thesis goals and achievements are highlighted and shortly discussed. The

scientific contributions are described. Collaborative links possible among universities are

described here as future works. Directions for coming researches based on the results so

far reached are proposed in the last section.

Context-aware systems are, gradually, becoming a reality. Intelligent devices that naturally interact with

users are already available on the market. They will help the consolidation of Ambient Intelligence through

intelligent environments. To build this kind of application, it is necessary to develop context-aware systems,

which can sense what is happening in the environment and behave based on that. The system should use

data of the surroundings to execute services aiming to assist users. However, this reasoning is not a trivial

task. Moreover this complexity can be augmented due to the fact that data collected from sensors can

be incomplete or incorrect. Such domains tend to be dynamic. Hence, context-aware systems may not be

able to process situations due to the incompleteness of data or its reliability.

Considering this, it is possible to conclude that one of the main issues of context-aware systems is the

study of approaches to handle appropriately uncertain or incomplete contexts. The assurance of correct

actions in situations where the system cannot build a complete context or trustable model due to vague,

partial, or outdated information is seen as an obstacle to overcome.

This document reported a doctoral thesis aimed at researching some open questions about the un-

certainty of information in context-aware systems.

Researches about the Internet of Things (IoT), and Artificial Intelligence (AI), are currently in evidence.
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One of the main goals is to build environments with intelligent devices acting together autonomously, shar-

ing information, and improving users’ quality of life. The results of the research, as defined in the hypothesis

(section 1.3) include the increase of the system’s intelligence by providing consistent and relevant data

to be processed, mitigation of misinterpretation of contexts, improvement of user behaviour monitoring,

and minimization of decisions based on default values. Thus, the achievement of objectives proposed in

Chapter 1 allowed the improvement of the level of intelligence of autonomous systems, contributing to the

evolution of the IoT paradigm.

State of the art was organized in such a way that it was possible to describe the characteristics,

primary contributions, and relevance of each research topic, emphasizing how they were incorporated in

the approach proposed. In Chapter 2 fundamental phases of the conception of a context-aware system

were discussed (principles of design, data acquisition alternatives, modeling, and processing). A new vision

of the concept of context was proposed, considering the domain of study. The running example presented

in section 1.6 was used to illustrate the discussion. It refers to the first dataset used to build the case

studies that validated the proposal.

Chapter 3 addressed the issue of uncertainty in context-aware systems. Two main types were de-

scribed: Aleatory, in which the source is related to hardware failures and communication issues, and;

Epistemic, which refers to problems of modeling the system. Its presence may affect the semantics of

the system. Besides that, vision from authors with other classifications was discussed and related to the

Aleatory and Epistemic types. The importance of the presentation of uncertainty for the user to be aware

of was also addressed. Obstacles regarding this question in the Human Activity Recognition field were

highlighted, emphasizing how this work tackled it.

Decision trees models for classification of context data were addressed in Chapter 4 and the most

used approaches were discussed. CART algorithm was applied to the scope of this research, and it was

extensively explored. A model for ADL based on this method was presented, aiming to label situations from

a dataset. It was based on the identification of GINI impurity values to define the amount of uncertainty

the dataset contains. Based on that, the Information Gain was calculated, aiming to maximize purifying

the separation of data according to similar features. The distribution achieved by it can be used to assist

the framework in facing situations where context data present flaws. Thus, ambiguities and gaps of data

can be tackled and, consequently, improving the system’s knowledge about the environment.

The analysis of the existing approaches for semantic modeling was considered for the proposition of

a framework to validate context data. This will increase the capacity to abstract context data with new

forms of mapping the entities, relations, and axioms. Thus, the frequency the system faces with uncertain

contexts tends to decrease.

This Ph.D. thesis aimed to present an approach for overcoming problems related to data used by

context-aware systems developed for intelligent environments. More specifically, it is believed that issues

of this kind lead the system to work under uncertain situations. This directly affects the capacity of deriving

conclusions based on information from the environment and, consequently, self-adaptation to context

changes may be compromised. By identifying the source of uncertainty, i.e., elements that result in the
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characterization of nebulous scenarios, it is possible to tackle the problem on its origin.

The integrity of data used as input for computation on such domain influences the system’s behaviour.

Thus, the approach presented in this thesis aimed to verify context data from three different perspectives

in sequential order.

After receiving the data from sensors, the system submits it to the first layer of validation. There, its

structure is checked. An attribute grammar to cope with this validation was proposed. The main goal of the

grammar is to ensure that the data obey restrictions imposed by structural rules and contextual conditions.

The verification is done through the use of synthesized and inherited attributes. A set of inference and

semantic rules can be defined according to the domain under study. Examples of rules were described

and applied to the datasets during the experiments. Inference rules allow the generation of additional

knowledge based on the data and can be used in future context analysis.

Two main contributions arise from this approach. The first refers to the verification of the structure of

data gathered from the ambient. This process prevents the system from working with invalid data. The

second, and considered the most important, relays on the intersection of two distinct fields of investigation.

Despite being considered a consolidated area, formal grammars, more specifically, attribute grammars,

were not applied to context awareness solutions. By proposing this relation, a new range of possibilities of

dealing with context data may emerge. Details about the attribute grammar were extensively discussed in

Chapter 5.

The second layer of validation refers to the quality of data, and it is only executed in case of successful

output from the previous one. In this phase, a some metrics are analysed. In the current domain used

as the subject of study, they refer to the accuracy, the set of acceptable values, the source of acquisition,

its format, and the level of usefulness. Different parameters could be defined for other domains. The

verification was performed under two perspectives, micro, and macro analysis. In the former, each piece

of data is individually verified. In this phase, the semantics of situations is not taken into consideration.

In the latter, the set of data is analysed as being part of one situation, and possible semantics should be

taken into account. Only successful outputs from this validation, based on the parameters, are stated as

having high Quality of Context. It is important to emphasize that it should pass through verification in all

software agents before discarding a piece of data. Considering that software agents have unique goals,

and could use the same context data from different perspectives, one piece of data labeled as irrelevant

for one agent, could be helpful to others.

The main contribution of ensuring the QoC relies on the fact that it increases the level of certainty of

the system when triggering services. Erroneous interpretation of what happens in the environment is a

common problem and should be overcome. It could be minimized if the system uses only data previously

validated. One of the main challenges on context-aware applications relies on the misinterpretation of what

the user is doing, where he is, and his intentions. For instance, virtual assistants of intelligent devices

are becoming common, but still do not always understand the user’s requirements or intentions properly.

Mainly, this problem happens because there is a gap between what the system knows, what it is capable

of executing, and what is the user’s actual willingness. Besides being a system’s modeling problem, it also
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characterizes uncertainty. This disparity leads to equivocate definitions of situations and, consequently, the

execution of incorrect services, e.g., wrong suggestions for the user about the place or bad interactions.

Thus, by identifying the nature of erroneous interpretations of context data, the system behaviour will

certainly improve.

The last layer of validation seeks to find other sorts of problems. The assurance of well-defined structure

( layer 1) and QoC (layer 2) does not exclude the possibility of issues like the incompleteness of contexts.

A formal definition of context was proposed in the first step of uncertainty analysis. Thus, relevant changes

in the environment were classified as situation, which occurs in specific moments involving specific sets of

entities. From that, it was possible to identify what should be considered for context processing and what

could be ignored. An algorithm to find and deal with gaps of data was described. It provides functions to

identify this problem, including hardware analysis and elimination of situations considered invalid. Security

measures were defined, aiming to improve data completeness and ensure the user’s safety. Then, the

decision tree model was described. It classified a dataset according to the type of activity. When actions

to cope with uncertain events cannot minimize them due to a lack of data, the distribution provided by the

tree is used to fill the gaps. This new information tends to improve the context analysis by enriching the

knowledge of situations.

The three layers of validation complement each other and compose the framework. It also has a module

with a knowledge base that stores situations detected along the time. Every time a new context is used, the

knowledge base is fed with its information. The framework proposed relies on the intersection of several

fields of research. Along with that, it was possible to evidence, through the experiments conducted, that

they can be combined each other aiming for the improvement of the intelligent environment.

The approach presented in this thesis was validated through case studies. They were created based

on two public datasets that store registers from ADL in intelligent houses. It is important to emphasize

that their structures are entirely different from one to another, yet the framework layers can handle them

without troubles. The experiments conducted with the datasets were extensively discussed in Chapter 7

highlighting the achievements attained and how they contribute to accomplishing the main objective and

hypothesis of the research.

8.1 Contributions

Considering the open research question, hypothesis and objectives proposed for this work, it is possible

to evidence the following contributions for the scientific community:

• Integration of two different fields of investigation: attribute grammars and context awareness, through

the proposition an approach where they complement each other to analyse data retrieved from in-

telligent environments;

• Situation analysis based on more relevant and complete dads, achieved through the validation of

the quality of context;
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• Verification of context data under three perspectives: by ensuring the quality of structure, its rele-

vance and completeness;

• Framework capable of dealing with different structures of context data.

8.2 Validation of the Hyposthesis

The hypothesis presented in section 1.3 was addressed throughout the Chapters of this work. By validating

context data regarding its structure, relevance and completeness, the intelligence of context-aware systems

tends to be improved, once the decision-making will be based on more accurate data. Thus, the following

list present an brief and explicit discussion of how the hypothesis was validated:

• The perception of the system increases once the decision-making will be based on consistent and

relevant data.

The verification of the quality of context performed by the proposed framework improves the rel-

evance of the data. This quality was ensured by the analysis of the accuracy, usefulness, up-to-

dateness, representation, and importance. By using only data with all these characteristics, the

quality of computing processing tend to be improved;

• Wrong service execution, caused by misinterpretation of context, decreases.

One of the causes of the wrong execution of services is the lack of context data. When the system

cannot absorb sufficient data from the environment, process it to transform it into knowledge to

be used to understand the situation, equivocates services are triggered. The classification of the

context data provided by the decision tree allowed the system to used more complete data. I.e.,

when it faces situations with only a few pieces of context, it accesses the knowledge base requiring

more. This extra set of data help improve the details of situations;

• Identification of changes related to the user’s behaviour is facilitated.

The main goal of the third module of the framework is to identify and deal with any unexpected

situations. On the other hand, the decision tree classification results from the analysis of features

that characterize activities. Both of them provide subsidies for the recognition of patterns of be-

haviours and, consequently, if the user performs an activity differently, this modification can be

easily identified;

• Decisions based on default values can be mitigated.

The classification provided by the decision tree is helpful in cases where there is no other possibility

but to use default values front one situation. Nevertheless, the necessity of this resource tends to be

minimized. The third layer of the framework comprises a series of methods to tackle cases where

the lack of data leads to uncertainty. For instance, the detailed requisition for users to input new

data prevents the system from considering default values in decision-making.
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8.3 Academic Outcomes

The candidate was inserted in research groups at the University of Minho, where he had the opportunity to

develop activities related to the Ph.D. work. Thus, this section describes achievements at the academic level

from different perspectives: the scientific publications, participation in events of the field, and supervision

of students.

8.3.1 Scientific Publications

The possibility of submitting partial and final achievements for the experts’ analysis of the fields is a good

way of validating the work. This process provides relevant insights to improve its quality. Thus, the following

articles were published in scientific conferences and journal:

• Uncertainty in Context-Aware Systems: A Case Study for Intelligent Environments.

Published in: World Conference on Information Systems and Technologies (WorldCIST 2018),

Trends and Advances in Information Systems and Technologies, Vol. 745, pp. 225-231.

This paper presented a case study to understand better concepts related to context awareness

and dealing with inaccurate data. Through the analysis of identification of elements that result in

the construction of unreliable contexts, it is aimed to identify patterns to minimize incompleteness.

Concepts related to context awareness and uncertainty were discussed by providing association

rules for situations’ processing (Freitas et al., 2018);

• Context Awareness and Uncertainty: Current Scenario and Challenges for the Future.

Published in: International Symposium on Ambient Intelligence (ISAmI 2018), Ambient Intelli-

gence – Software and Applications, Vol. 806, pp 174-181.

The main goal of this paper was to identify problems in context-aware systems that result in nebu-

lous situations. Sources of uncertainty were presented, such as the lack of accurate data used by

the system and misinterpretation of contexts. Speculative computing was discussed as an efficient

alternative for the lack of data (Freitas et al., 2019b);

• Attribute Grammar Applied to Human Activities Recognition in Intelligent Environments.

Published in: International Symposium on Ambient Intelligence (ISAmI 2019), Ambient Intelli-

gence – Software and Applications. Vol. 1006, pp 62-70.

This paper proposed the use of formal grammars to deal with problems of intelligent environments.

An attribute grammar was described in order to create a formal specification of situations in such

domains. The problem of representation of human activities is tackled through a case study to

demonstrate how grammars can help the improvement of this process (Freitas et al., 2019a);

• Knowledge Inference Through Analysis of Human Activities.

Published in: Intelligent Data Engineering and Automated Learning (IDEAL 2019). Part of the

Lecture Notes in Computer Science, Vol. 11871, pp. 274-281.
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Here, a model to validate daily human activities based on an Attribute Grammar was presented.

Context data was analysed through the execution of rules that implement semantic statements. This

processing, called semantic analysis, highlights problems that uncertain situations can raise. The

work’s main contribution is the proposal of a rigorous approach to deal with context-aware decisions

(decisions that depend on the data collected from the sensors in the environment) in such a way

that uncertainty can be detected and its harmful effects can be minimized. (Freitas et al., 2019c);

• CAPAS: A Context-Aware System Architecture for Physical Activities Monitoring.

Published in: Hybrid Artificial Intelligent Systems (HAIS 2019). Part of the Lecture Notes in Com-

puter Science, Vol. 11734, pp. 636-647.

This paper is the result of a master’s degree dissertation co-supervised by the candidate. It pre-

sented a Context-aware system Architecture to monitor Physical ActivitieS (CAPAS). One of the

architecture’s components is the attribute grammar which verifies the users’ movements. Accord-

ing to some predefined rules, the physical activity is validated after an analysis of the grammar.

Besides that, it is integrated with a system aiming at the recognition of physical activities. (Ferreira

et al., 2019);

• Analysis of human activities and identification of uncertain situations in context-aware systems.

To be published in: International Journal of Artificial Intelligence (IJAI 2020), Vol. 18.

The goal of this work was to present an approach to tackle the problem of incomplete data used for

decision-making. The idea for coping with this trouble was by dividing it into three parts. The first

one refers to the validation of context data through Attribute Grammar. The formalism and expres-

siveness provided a grammar enriched with attribute evaluation rules and contextual constraints,

ensures that the system will use only valid data for reasoning. Anomalous data will be detected,

and the situation will be signalized. Also, the analysis of Quality of Context is provided, considering

a set of characteristics, vouching that only useful information will be considered. At last, the identi-

fication of the sources of uncertain situations followed by a sequence of actions aiming to minimize

the negative impacts of it helps the system work with more complete sets of data. The formalization

of the approach is provided together with an algorithm to validate it. (Freitas et al., 2020). Q1 -

Artificial Intelligence;

• Uncertainty Identification in Context-Aware Systems Using Public Datasets.

To be published in: International Symposium on Ambient Intelligence (ISAmI 2021).

The proposal of this paper includes the definition of a decision tree to classify context data and use

it to reduce the level of uncertainty while building situations. The conduction of the experiments

was through case studies created based on two public datasets containing Activity Daily Living data

from smart houses.accepted for publication.
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8.3.2 Participation in Scientific Events

During the Ph.D. course, the candidate had the opportunity to participate in several scientific events, such

as summer school and conferences. Besides presenting papers with the ongoing status of the research,

this type of occasion provided the possibility of the candidate getting in contact with other researchers of

related fields and creating a scientific network. The following list presents these events.

• International Summer School on Deep Learning (DeepLearn2017), in 2017, Bilbao, Spain;

• 9th International Symposium on Ambient Intelligence (ISAmI), in 2018, Toledo, Spain;

• 10th International Symposium on Ambient Intelligence (ISAmI), in 2019, Ávila, Spain;

• 14th Hybrid Artificial Intelligent Systems (HAIS), in 2019, León, Spain;

• 19th Intelligent Data Engineering and Automated Learning (IDEAL), in 2019, Manchester, England.

8.3.3 Supervision of Students

Along with the development of this Ph.D. thesis, the candidate co-supervised works of students from the

Master’s Course in Informatics Engineering of the University of Minho. The subjects were always related

to this work. The following list briefly describes the works developed by the students:

• Paulo Alexandre Azevedo Ferreira

A context-aware system architecture to assist workout plans.

Academic year: 2018/ 2019.

In co-supervision with Professor Paulo Novais.

An architecture for systems aiming to assist users while performing workout activities was pre-

sented in this work (Ferreira, 2019). Sensors from smartphones were used to collect data, and

the results from three machine learning algorithms were analysed for activity recognition, Support

Vector Machine, K-Nearest Neighbour, and Random Forest. The results were validated and tested

with an overall accuracy between 61% and 99%, depending on the activity. The achievements of the

dissertation were published at HAIS 2019 ( (Ferreira et al., 2019);

• Eduardo de Lima Cunha

Context Analysis for the Improvment of Intelligent Vehicules Networks.

Academic year: 2018/ 2019.

In co-supervision with Professor Pedro Rangel Henriques.

This study analysed car accidents data from a specific region and alert drivers for possible exposure

to dangers. Association Rules Learning was used for mining the data, providing the recognition of

three types of alerts. They refer to a minor, medium, and high risks of car accidents. The approach

integrated fields of investigation related to Intelligent Transportation Systems and context awareness

to propose the concept of Context-Aware Vehicle Networks (CAVN), (Lima Cunha, 2020).
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8.4 Future Work

Considering the results achieved in this thesis and the scientific contributions presented, it is possible to

address some future research directions to complement and extend this project.

Decision trees provided a satisfactory level of accuracy in the labeling of data according to similar

characteristics. Taking into account the wide range of approaches of supervised learning, other algorithms

could be explored. This type of comparison tends to improve the research. The definition of metrics for

this comparative study should be stated in advance.

The datasets selected to create the case studies, used to validate the proposal, present distinct struc-

tures. This was described as one of the pillars to ensure its relevance and efficiency. Thus, the validation

could be extended to other datasets that store information about the ADL of intelligent houses. Possible

adaptations to the current framework, specifically an attribute grammar, may be necessary. Despite that,

the wider is the coverage of the framework, the more rigorous will be the uncertainty dealing.

The thesis presents a rich analysis of the data, allowing accurate identification of elements that result

in uncertain situations. However, new layers of validation could be considered, aiming for the continuous

improvement of the investigation. The architecture of the framework allows its extension without compro-

mising what was already achieved.

Another aspect that can be explored is the possibility of building a test workbench, i.e., an intelligent

house laboratory. The experiments conducted in such domains could present completely different charac-

teristics once they would be based on new and personalized data, including, for instance, other types of

activities and environments with another amount of users.

At last, future cooperation with the University of Minho (UMinho) is intended. The proponent works as

an Adjunct Professor of graduation courses at the Polytechnic School of the Federal University of Santa

Maria (UFSM), RS, Brazil. The proponent developed his doctoral research at the Doctoral Program in

Informatics of UMinho, Portugal. Considering this, the outcomes achieved from this work shall be used

by graduation and post-graduation students of all levels (master and doctoral) in scientific researches

developed at UFSM and UMinho through cooperation initiatives.

Besides that, the possibility of student exchanges will be analysed, with Brazilian graduation and post-

graduation students developing research at UMinho and Portuguese students contributing to projects at

UFSM.
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