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Abstract. Lung cancer is the most common cause of cancer death in
men and the second leading cause of cancer death in women worldwide.
Even though early detection of cancer can aid in the complete cure of
the disease, the demand for techniques to detect the occurrence of cancer
nodules at an early stage is increasing. Its cure rate and prediction are
primarily dependent on early disease detection and diagnosis. Knowledge
discovery and data mining have numerous applications in the business
and scientific domains that provide useful information in healthcare sys-
tems. Therefore, the present work aimed to compare several prediction
models as well as the features to be used, with the help of Weka and
RapidMiner tools. Both classification and association rules techniques
were implemented. The results obtained were quite satisfactory, with em-
phasis on the Naive Bayes model, which obtained an accuracy of 95.03%
for cross-validation 10 folds and 94.59% for percentage split 66%.
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1 Introduction

The term cancer refers to a group of diseases characterized by the development of
abnormal cells anywhere in the body, which divide and grow uncontrollably [1].
Lung cancer is one of the leading cancers for both genders all over the world. It is
the most common cause of cancer death and reaches 19.4% of the total [2]. Mor-
tality and morbidity due to tobacco use is very high, about 90% of cases of lung
cancer are related to exposure to tobacco smoke due to cigarettes that contains
over 70 cancer-causing chemicals. This disease mostly affects people between the
ages of 55 and 65 and often takes many years to develop [3]. Being a disease
that is commonly misdiagnosed and a disease that impacts do many people, an
early and correct diagnosis can save a lot of lives. This can be achieved with
the development of predictive models of lung cancer that can help in decision
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making software [4]. This models are developed using Data Mining approaches,
that is based on the identification of anomalies, patterns, and correlations, which
are difficult to find and detect with traditional statistical methods, in large data
sets to predict outcomes. This work aims to compare several prediction models
as well as the features to be used, with the help of Weka and Rapid Miner.

2 Related Work

V. Krishnaiah developed a paper named Diagnosis of Lung Cancer Prediction
System Using Data Mining Classification Techniques [3], whose objective was
to summarize various review and technical articles on diagnosis of lung cancer.
This work compared the models are Naïve Bayes, Decision Trees (J48/C4.5),
OneR and Neural Network and reached the conclusion that Naïve Bayes the
most effective model at predicting patients with lung cancer disease, followed by
Association Rules.

In 2015, Haofan Yang wrote a paper named Data mining in lung cancer
pathology staging diagnosis: Correlation between clinical and pathology infor-
mation [2]. The goal was to demonstrate the feasibility of applying the clinical
information to replace the pathology report especially in diagnosing the lung
cancer pathology staging. For this purpose, the Apriori algorithm was used to
extract association rules and the significance of each generated rule was examined
using support, confidence, and lift. The evaluation results demonstrated that the
proposed framework can provide insight into solutions for support diagnosis of
lung cancer pathological staging.

3 Materials and Methods

The dataset used was ”Lung Cancer” [5] which contains data of 284 patients
where 270 were diagnosed with lung cancer. To reach the main goal, a set of
tools and techniques was used. Cross Industry Standard Process for Data Min-
ing (CRISP-DM) is a structured approach to data mining and its steps were
followed during the development of this work [7]. Through the use of learning
or classification algorithms based on neural networks and statistics, one is able
to explore a set of data, extract or help to highlight patterns and assist in the
discovery of knowledge, using the Data Mining process [6]. Both Data Mining
tools Weka and Rapid Miner were used in the process:
Weka is a Machine Learning workbench initially intended to aid in the appli-
cation of machine learning technology to real-world data sets, specifically data
sets from agricultural sector. It contains tools for data preparation, classifica-
tion, regression, clustering, association rules mining and visualization [8, 9].
Rapid Miner that is a commercial tool for data analysis using machine learn-
ing that can be considered an alternative to Weka. The function of this tool is
to speed up the process of creating predictive analyses and make it easier to
apply them in practical business scenarios. In this tool, association rules will be
performed in order to understand which symptoms manifest together[10].
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4 Data Mining Implementation

Business Understanding - The main goal of this work is to develop a predic-
tion model of lung cancer in order to assist health care professionals in making
decisions to prevent diagnostic errors. As peripheral approach a set of associa-
tion rules, in order to determine attribute relations was also performed.
Data Understanding - The ”Lung Cancer” dataset has a cc0 license, is in
the public domain and also has public visibility. This dataset has 5091 down-
loads and 34388 views and its source is ”Online Cancer Prediction System”. This
dataset is composed by 16 Nominal attributes:

– Gender (M-Male, F-Female)
– Age (Integers - 21 to 87)
– Smoking, Yellow Fingers, Anxiety, Peer Pressure, Chronic Disease, Fatigue,

Allergy, Wheezing, Alcohol Consuming, Coughing, Shortness of Breath, Swal-
loing Difficulty, Chest Pain (yes-2, no-1)

– Lung Cancer (yes, no) - label attribute.

Data Preparation

– Weka - Through the analysis of the attributes, it was possible to notice
that there were no missing values or duplicated data. Moreover, Interquar-
tile Range filter, showed that there were no values statistically considered
outliers. Weka Attribute Selection filter, constructed a subset with the at-
tributes age, anxiety, peer pressure, chronic disease, fatigue, allergy, wheez-
ing, alcohol consuming, coughing, swallowing difficulty and chest pain. Since
the lung cancer class had 270 patients with lung cancer and only 39 with-
out lung cancer, it was necessary to balance the class. To do this the Smote
method was used, which consists of generating synthetic data of the minority
class from neighbors. Using the filter ”SMOTE”, it was possible to increase
the number of patients that weren’t diagnosed with lung cancer to 273 [11].

– Rapid Miner - There are values that are considered outliers in the age
attribute. In order to eliminate the instances whose age corresponded to an
outlier, the operator called ”Delete Outlier (Distance)” was used in Rapid
Miner, followed by a filter to only let through instances that are not outliers.

Modeling

– Weka - To achieve the prediction model a global Data Mining Model (DMM)
was constructed. This is a Classification with two set of scenarios, one with
all attributes and another with the attributes that resulted from applying the
”Attribute Selection” filter (allergy, wheezing, alcohol consuming, coughing,
swallowing difficulty and lung cancer). Data mining techniques applied were:
OneR, JRip, J48, Naive Bayes and Part. In addiction, there is only one
data approach which is with smote, two sample methods, cross-validation
and percentage split, and one target that corresponds to the attribute lung
cancer [12][13].
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– Rapid Miner - In order to access attribute relationship, Association Rules
was implemented. In order to find the most frequent item sets operator
”FP Growth” was used. This operator efficiently computes all frequently
occurring item sets in an ExampleSet, using the FP-tree data structure.
Before adding this operator, it was necessary to transform the data that was
imported as integer to binominal, since the Rapid Miner association rule
operators require that the attributes of this type, by adding the ”Numerical
to Binominal” operator. In this operator it was necessary to create a subset
consisting of the attributes whose type was wanted to be transformed. Then,
the operator ”Select Attributes” was added in order to reduce the number
of attributes, remaining all attributes except age, gender and lung cancer.
To investigate these relationships we can use the ”Create Association Rules”
operator. This operator uses the data from the pattern frequency matrix and
looks for any patterns that occur often enough to be considered rules.

Evaluation and Discussion

– Weka - To evaluate the classification algorithms, performance metrics were
calculated, such as accuracy, sensitivity and precision. These metrics are cal-
culated through confusion matrices that provide the amount of true positives
(TP), true negatives (TN), false positives (FP) and false negatives (FN) [14].
Table 1 shows the performance metrics achieved for the algorithms. How-
ever, the OneR algorithm had the worst percentages, which can be explained
by the fact that this algorithm creates rules taking only one attribute into
account. The best algorithm was, by a wide margin, Naïve Bayes, although
this is considered a less accurate algorithm compared to other algorithms
since it assumes that the attributes are independent of each other and that
there is no correlation between them [15].

Table 1. Performance metrics for the dataset consisting of all attributes

DMT SD Accuracy (%) Sensitivity (%) Precision (%)

OneR Cross-Validation 10 folds 77,90 77,42 77,42
Percentage Split 66% 77,84 71,20 71,20

JRip Cross-Validation 10 folds 93,37 95,40 95,40
Percentage Split 66% 93,51 96,59 96,59

J48 Cross-Validation 10 folds 94,29 94,49 94,49
Percentage Split 66% 93,51 96,59 96,59

Naive Bayes Cross-Validation 10 folds 95,21 96,25 96,25
Percentage Split 66% 94,59 96,67 96,67

Part Cross-Validation 10 folds 94,11 93,50 93,50
Percentage Split 66% 94,59 94,68 94,68

The results drawn from the performance metrics for the subset, represented
in Table 2, are the similar to those drawn from the dataset with all attributes,
meaning that the percentages of accuracy, sensitivity and precision were high
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Table 2. Performance metrics for the subset

DMT SD Accuracy (%) Sensitivity (%) Precision (%)

OneR Cross-Validation 10 folds 77,90 77,42 77,42
Percentage Split 66% 77,84 71,20 71,20

JRip Cross-Validation 10 folds 94,29 95,15 95,15
Percentage Split 66% 93,51 96,59 96,59

J48 Cross-Validation 10 folds 94,11 94,79 94,79
Percentage Split 66% 93,51 94,56 94,59

Naive Bayes Cross-Validation 10 folds 95,03 95,56 94,57
Percentage Split 66% 94,59 96,67 96,67

Part Cross-Validation 10 folds 93,74 91,93 91,93
Percentage Split 66% 94,59 95,65 95,65

for all techniques, with the percentages for the OneR technique being the
lowest and the ones for the Naïve Bayes the highest. More over, there is not
much difference in results between the different sample data. Comparing the
two scenarios created, it is possible to verify that there is not much difference
in the values of the performance metrics. This shows that, although the
”attribute selection” filter selects the attributes with the highest predictive
ability, the resulting attributes are also relevant for lung cancer prediction.

– Rapid Miner - Since the number of association rules generated is high
due to the high number of attributes, only the rules whose confidence is
higher than 85% were selected. For example, the first rule of association
says that if a patient’s symptoms are fatigue, coughing, and wheezing, the
patient in question also has shortness of breath. This rule has a support
of 27.8% which means that these symptoms arise simultaneously in 27.8%
of the transactions, and a confidence of 86.5% which means that in 86.5%
of the transactions, patients who have fatigue, coughing and wheezing as
symptoms also have shortness of breath.

5 Conclusions and Future Work

Nowadays, cancer has become devastating and is a threat to our lives. Thus,
experts have introduced many useful methods to diagnose the disease at earlier
stages. The high percentages of accuracy, sensitivity and precision in both sample
data show that all the algorithms used are optimal to apply to the ”Lung Cancer”
dataset. Still, one can see that these percentages have lower values for the OneR
algorithm and higher values for the Naive Bayes algorithm. The results of the
association rules are ordered in increasing order of the percentage of confidence,
and therefore the premise with the highest confidence is the one in the last row
of the table. However, it can be seen that this is not the premise with the most
support. Thus, an association could be made between rules number thirteen and
fourteen because they have the most support and confidence, respectively, within
the rules present in the table.
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In the future, it is essential to gather more data and create new subsets to
further investigate the relevance of each attribute in lung cancer.
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