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Abstract — In this article a deep search of the literature of online 
scheduling is conducted. This paper intends to assess the 
developments and solutions found for online scheduling problems. 
Online scheduling is a very important topic since most of the real 
scheduling problems have dynamic characteristics. First, it was 
developed a literature review about scheduling problems, dividing 
them in stochastic and deterministic problems as well as in online 
and offline problems. Then, a bibliometric analysis was 
performed. Finally, some case studies in the field of online 
scheduling were analyzed. Online Scheduling is mostly explored in 
industry and health areas. In some articles explored there is a 
rescheduling, and the sequence of task may change due to the 
arrival of new tasks. In other cases, the new tasks are introduced 
in blocks of time that do not affect the previous schedule. This last 
technique is limited, since, with the arrival of new tasks, the 
schedule is not re-evaluated. Therefore, it is thought that, in future 
work, within the scope of online scheduling, when new tasks or 
other significant changes enter the system, the system should be 
evaluated, allowing the necessary changes to be made to the 
existing schedule. The Industry 4.0 and the evolution of Internet 
of Things (IoT), Deep Learning and Machine Learning favours a 
continuous and real-time flow of information, which allows the 
implementation of real-time online scheduling. This is a branch 
that should be explored in future works.  

Keywords - online scheduling; heuristics; internet of things, 
machine learning.  

I.  INTRODUCTION  
In this paper, the literature review of the field of online 

scheduling has been explored in order to discover recent 
developments and solutions for scheduling problems with 
dynamic components. Most of the scheduling literature 
considers static and deterministic systems. However, most real-
world scheduling problems are distributed, dynamic and 
stochastic in nature. In this way, it is important to explore the 
online field of the scheduling problems in order to find better 
ways to optimize these problems. After this introduction, the 
second chapter will present a literature review on scheduling 
problems and also a bibliometric analysis on online scheduling 
problems. Then, in the third chapter, some case studies in the 
online scheduling field are presented. Finally, in the fourth 
chapter some conclusions are drawn. 

II. LITERATURE REVIEW 

A. Scheduling Problems 
In both productive industries and in services, there are 

scarce resources, which are used in the development of the 
company's activities. Often managers are faced with 
uncertainties about the best way to allocate resources to tasks 
(or vice versa) and about which will be the schedule of tasks 
that optimizes a given performance measure. As described by 
[1], "Scheduling is a field in which there are some intriguing 
problems and some interesting answers". Scheduling problems 
began to arouse the interest of researchers around 1958. 
Scheduling is a decision-making process that distributes 
available resources between operations, during a given period. 
Scheduling can include allocation, sequencing and scheduling 
decisions. Through correct scheduling it is possible to optimise 
one, or more, performance measures. Scheduling can be applied 
in many different areas, but it is usually easier to apply 
scheduling in an industrial environment than, for example, in 
the service area [2]. In [2] it is used the example of an airport, 
where it is necessary to reserve boarding gates for specific 
aircraft or the reservation of rooms or other infrastructures for 
service companies, making the scheduling process more 
complex. 

B. Stochastic vs. Deterministic Scheduling 
Scheduling can be divided into deterministic and stochastic: 

deterministic scheduling simplifies real problems that usually 
incorporate randomness, by assuming that all the parameters of 
the problem are known and can be described through 
deterministic values; stochastic scheduling are problems where 
the parameters of the problem are not all known with certainty 
and are typically approximated through statistical distributions 
that model that uncertainty. To characterize a stochastic 
scheduling problem, one needs information about the 
distribution of processing times, release dates, etc., and it is also 
necessary to know if the processing times of the tasks are 
independent or correlated and which classes to consider [2]. It 
is possible to resort to fuzzy models to incorporate uncertainty 
and subjectivity into the problem. Fuzzy scheduling serves 
mainly for scheduling with flexible constraints or scheduling 
with imprecise or missing information and one of its main 
advantages is the focus on the significant scheduling decisions 
[3]–[5]. 
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C. Online vs. Offline scheduling 
Scheduling problems can also be classified as either 

dynamic (online) or static (offline), depending on the nature of 
arrival of the tasks. In a static scheduling problem, all the tasks, 
as well as their processing times or posting dates are available 
at the start. In an online scheduling problem, it is not known 
how many tasks exist nor what their processing times are. The 
decision maker only has the information about the existing tasks 
when they are posted. The algorithm must make decisions with 
limited information, and it is not known how many more tasks 
will be launched, nor when they will be launched [2], [6], [7]. 
In online scheduling the process is continuous, tasks arrive 
intermittently with no set arrival times. Online scheduling is 
very important since in the real-world information is often 
limited when a decision needs to be made. Stochastic 
scheduling also has to make decisions with limited information, 
however these two concepts are different. In stochastic 
scheduling, there is at least some information regarding the 
distribution of processing times and the launch and finish dates 
of tasks; in the case of online scheduling this information is not 
available [2]. There is a stochastic component in an online 
scheduling model, however a stochastic model may not be 
online. Generally, an online model is always stochastic, since it 
deals with randomness in the number of tasks of the problem, 
but a stochastic model may not be online if it deals only with 
randomness in the parameters of a given number of tasks, 
known a priori. 

D. Bibliometric Analysis in Online Scheduling 
To carry out the bibliometric analysis, the Dimensions 

software [8] was used to collect data concerning the 

bibliography related to the topic of online scheduling. 
Subsequently, these data were treated using the bibliometrix 
library of the R studio software [9]. Effectively, it was possible 
to observe that as of the 2000s there was an accelerated growth 
of research within the scope of online scheduling, as can be seen 
by analyzing Fig. 1. 
As can be seen in Fig. 2, the area of study with more 
publications is the information and computing sciences, 
followed by the area of engineering. It is also important to 
mention that clinical sciences and health sciences have a 
significant amount of publications in this area, mainly through 
research in the field of nurse scheduling, allocating them to 
patients. 
      In Fig. 3 it is possible to observe the keywords most used 
by the authors of the articles about online scheduling. In fact, 
the most used word is "algorithms" followed by "humans". 
These keywords are of great relevance, since algorithms are 
often used to solve scheduling problems and, generally, these 
schedules aim at allocating people (humans) to different tasks. 
The expression "reproducibility of results" should also be 
highlighted. Due to the complexity and unique characteristics 
of each problem, authors usually opt to study solutions for a 
specific problem, and the solution found, many times, does not 
apply to any other problem. For a fast and effective study of 
scheduling problems it is necessary to find solutions, having in 
mind their reproducibility, allowing to adapt the developed 
algorithms to different problems. The word "heuristic" is a key 
word for many authors since many of the solutions addressed in 
the context of online scheduling use heuristics. Within the 
scope of online scheduling, the expressions "Internet of Things 
(IoT)", "Artificial Intelligence (AI)", "Machine Learning" and 

Figure 2. Publications per year in the online scheduling field 

Figure 1 - Number of publications in each research category 
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"Deep Learning" are also quite relevant, to the extent that these 
are concepts that foster Industry 4.0, enabling the sharing of 
information in real-time, allowing, in this sequence, the 
realization of online scheduling in real-time, since all elements 
of the system are in constant communication and updating. 
Finally, it is also interesting to highlight the words "industry" 
and "hospitals", since, in fact, the most studied online 
scheduling problems in the literature are related to industrial 
problems and the allocation of nurses in hospitals. 
 

III. CASE STUDIES IN THE FIELD OF ONLINE SCHEDULING 

A. Online Nurses Scheduling 
One of the areas of great development in online scheduling 

has been the healthcare. Currently, there is a growing shortage 
of professionals in the healthcare, namely nurses. Therefore, it 
is necessary to carry out an efficient scheduling for an efficient 
use of the workforce. The scheduling of nurses has an online 
character as the number of patients is uncertain as well as the 
time required for the care and treatment of each patient.  

In fact, [10] describe a methodology based on the Ant 
Colony Optimization (ACO) meta-heuristic for the regional 
scheduling of nurses in Vienna hospitals. In this paper, the 
authors adopt a static perspective of the problem. Every day, 
nurses are assigned to the different public hospitals in Vienna, 
and this assignment is performed for the following days. For the 
allocation of nurses according to demand, at least three different 
strategies can be used: (1) earlier; (2) later; and (3) periodic. 
Decision-makers can choose the most appropriate strategy. 
Early assignment means that as soon as a hospital sends a 
demand to the system, the system tries to assign the demand to 
the available supply, so that the constraints are not violated and 
the cost function is minimized. Later assignment, on the other 
hand, is done as late as possible. Periodic assignment analyses 
the system at periodic times, in terms of currently unmet 
demands and available offers, and tries to find an optimal 
assignment, so that hard constraints are not violated, and the 
objective function is minimized. The first two strategies offer the 
same (very limited) optimization potential. For the early and late 

strategies, it is possible to use a greedy methodology, evaluating 
the cost of each allocation. The periodic strategy, on the other 
hand, is more complex, so a heuristic is required. Two meta-
heuristics were implemented: (a) Simulated Annealing (SA); 
and (b) Ant Colony Optimization (ACO). The experimental 
results obtained for the SA were poor. In the authors' opinion, 
the poor quality of the solution can be explained by the fact that 
the implementation of the SA was not able to deal with the 
constraints of the problem. Next, the ACO meta-heuristic was 
applied, which unlike most meta-heuristics, such as SA or 
Genetic Algorithms (GA), is usually applied to problems with 
many constraints [10], thus, expected to obtain better results than 
in the previous experiment. To test the presented algorithms in 
real scenarios, the authors use the occurrence of requests in 
several hospitals, over a period of four weeks. The algorithms 
were tested in a static mode and an online mode. In both, 50 
different simulations were performed for 18 parameter 
combinations, varying the number of nurses, N, and the number 
of hospital departments, K, and the demand intensity. In the 
offline mode there was a "warm-up" period of one week. 
Allocation during the seven-day "warm-up" period was done by 
a greedy approach. On the eighth day the evaluation was done: 
the greedy approach was compared with the ACO. The 
evaluation was done based on the costs of the schedule. In the 
online mode the overall performance of each algorithm to solve 
the entire four-week simulation period was evaluated. On each 
planning day, the algorithm assigns nurses to demand, according 
to the objective function, combining costs and urgency. For 
cases with a good balance between demand intensity and the 
number of available nurses, the ACO generally achieved cost 
savings between 1-4% compared to the greedy method. 

B. Online and Stochastic Nurse Scheduling 
In [11], the authors view the nurses' scheduling problem as 

online and stochastic. The framework presented in [11] took the 
second place in the second edition of the international nursing 
scheduling competition. The online and stochastic algorithm 
described is inspired by the primal-dual algorithm for online 
optimization and Sample Average Approximation (SAA) and is 
built on top of an existing static scheduling software. The 
primal-dual procedure generates several scheduling hypotheses 

Figure 3. Most used keywords in the online scheduling field 
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for the current week, and SAA allows to evaluate each and 
retain the best one. The objective of this project is to 
sequentially build, week by week, the schedule for a set of 
nurses over a planning horizon of several weeks. In this 
dynamic process, the calculated scheduling for a given week is 
fixed before the demand and preferences for the next week are 
revealed. The primal-dual algorithm for online optimization 
aims at dynamically constructing pairs of primal and dual 
solutions. At each stage, primal decisions are made, and the 
dual solution is updated so that it remains feasible. The current 
dual solution leads the algorithm to better primal decisions, 
using these dual values as multipliers in a Lagrangian 
relaxation. The goal is to obtain a pair of feasible primal and 
dual solutions that satisfy the complementary relaxation 
property at the end of the process. Effectively, the solution 
developed by the authors works very well in a wide range of 
cases (from 30 to 120 nurses in a four or eight-week horizon). 
The results show that, although this procedure does not 
calculate the best scheduling, it finds feasible solutions for 
almost all examples of the competition, while providing high 
quality schedules. 

C. Online Scheduling: Parallel Machine System 
There are also many online scheduling publications and 

investigations in the industry. In [12] is presented the online 
scheduling of parallel heat treatment furnaces in a 
manufacturing company. The problem is an extension of the 
parallel machine scheduling problem. For the search of a 
solution for the realization of online production scheduling, the 
authors opt for a constructive, multiple start search approach. 
The Greedy Randomized Adaptive Search Procedure (GRASP) 
is used. GRASP will build a solution step by step, through a 
construction heuristic, determining the next job to be scheduled. 
The solutions are independent of each other, which means that 
each GRASP solution is in fact an autonomous search, built 
from scratch. The model in [12] is connected to the company's 
ERP and has three modes of operation, manual, periodic or 
automatic. The tasks arrive to the department dynamically and 
are introduced in the company's ERP, containing the necessary 
data. Then, manually, any employee, with access to the ERP, 
can run the GRASP. Alternatively, one can set a period for the 
algorithm to run, or it can be set to run automatically whenever 
a new task is entered into the system. To demonstrate the 
effectiveness of the proposed approach, the results of the 
algorithm are compared to other proven techniques. The results 
obtained demonstrate that efficient solutions can be found from 
the model proposed by the authors. According to the pilot study, 
it was observed that by using the model, the total downtime of 
the ovens was decreased by approximately 3,080 minutes in a 
month. In short, using the proposed algorithm, the expected 
annual gain is between 51,374.40 euros and 1,416,492.00 euros. 

D. Real-time Adaptative Scheduling 
In [13], a real-time adaptive scheduling method for logistics 

and production resources was formulated to solve advanced 
scheduling problems with fuzzy processing times and random 
job arrival. This method was used to solve the real problem of 
collaborative scheduling of logistic and production resources in 

a high perturbation environment. Firstly, the real-time capacity 
model for Production-Logistics resources was built. Then, the 
triggering mechanism, based on the relationship between the 
disturbance level and the information utility, was developed. 
Finally, a real-time task-oriented scheduling approach was 
presented. The objective function aims to minimize the average 
task delay, the job completion time, and the total energy 
consumption of the resources. When a job enters the system, the 
cloud passes that information to the shop floor. That job is 
divided into multiple tasks. The information from the tasks 
being processed is sent to the different machines, which 
perform a capacity analysis, making a logistics plan that is sent 
to the Automated Guided Vehicles  (AGV). These, in turn, 
analyze their service capacity, in real-time, and return the 
results to the respective machines. According to these results, 
each machine chooses the best AGV, forming groups of 
resources (allocation of each machine to an AGV), and the 
service capacity of each group is calculated. This information 
will be used in the scheduling method, which chooses the best 
group for a certain task, passing this information to the machine 
of the chosen group that, in turn, transmits the information to 
the AGV. The process is repeated for all tasks that follow, and 
the scheduling is always being updated, in real-time. The results 
show that this approach can effectively deal with the real-time 
production in dynamic environment. 

E. Online Scheduling: Single Machine System 
In [14], the authors developed an online scheduling tool for 

a single-machine system. In this system, tasks are launched 
dynamically and have stochastic execution times. The 
developed software alternates between 2 priority rules that meet 
the objectives, without the need for user interaction. The 
priority rules define the order (sequence) in which the tasks are 
executed. It is used a hyper-heuristic that alternates between the 
Earliest Due Date (EDD) and Shortest Processing Time (SPT). 
While the maximum delay does not reach the value defined by 
the user as maximum, the SPT heuristic is used to minimize the 
flow time, when it is detected that the maximum delay value 
has been reached, the EDD heuristic is used to minimize it. This 
algorithm is based on Kano's satisfaction model. The maximum 
delay represents a mandatory attribute, so if it is not met, it 
results in extreme customer dissatisfaction. As for the average 
flow time, it represents a proportional attribute, since it 
corresponds to a degree of satisfaction proportional to the 
degree of performance of the attribute, i.e., the shorter the 
average flow time, the higher the customer satisfaction. 

In order to test the proposed framework, 100 tasks were 
created with stochastic attributes. Overall, the proposed model 
showed good results, with the maximum delay always being 
less than zero and the average flow time was minimized 
whenever possible. 
 

F. Other Case Studies in the Online Scheduling Field 
In addition to the papers presented above, there are many 

more that play a key role in the growth of research in the field 
of online scheduling in the most diversified areas, such as 
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transportation, space, military, supply-chain and crisis 
management [15]–[17]. Some of them are presented in Table 1.  

 
TABLE 1. Articles In Online Scheduling 

Authors Summary 

[18] 

To solve the online and stochastic vehicle routing problem, 
the authors propose a multiple scenario approach (MSA). 
The key idea behind MSA is to generate new routing plans 
for scenarios that include existing as well as possible future 
requests. Experimental results indicate that MSA yields 
improvements over approaches that do not use stochastic 
information. 

[19] 

In this paper, the problem of scheduling oncology 
treatments in an online and stochastic way was presented. 
The goal is to provide a reasonable waiting time for the first 
treatment while maximizing resource utilization. To 
represent the uncertainty related to patient arrival and 
treatment duration, the authors developed an approach that 
combines stochastic optimization and online optimization. 
The results show that this works well in real cases and 
outperforms the current strategy. 

[20] 

In this study, the authors try to find a solution to the online 
scheduling problem of multiple control tasks with known 
execution times. The tasks can be dynamically 
incorporated into the scheduling through a modification of 
the optimization problem. In the control experiments, there 
was the reduction of the total cost by about 30%. 

[21] 

In this study, the rescheduling problem in job shop 
environments is investigated, considering that new tasks 
may be released and that there may be preventive 
maintenance. To deal with this integrated optimization 
problem, an algorithm (NSGA-III/ARV) was proposed. 
The global performance of the proposed algorithm was 
verified through internal analysis and comparison with 
other intelligent algorithms. 

[22] 

In this research, the authors developed robust models for 
performing online flight scheduling, attempting to increase 
responsiveness to demand uncertainty. It was proved, 
through experiments using data from a large US airline, 
that the generated scheduling can achieve significant profit 
improvements. 

[23] 

In this paper, online scheduling in flexible job shop is 
studied. A multi-objective mathematical model for the 
problem, based on a genetic algorithm, is developed. The 
experimental results show that the proposed algorithm can 
achieve the optimal solutions for small problems and near 
optimal solutions for the medium dimension problems. 

[24] 

In this paper, the intelligent manufacturing service 
scheduling problem is analysed. A method based on deep 
reinforcement learning is used. Two case studies are used 
to show the efficiency of the proposed method. 

[25] 

In this study, an approach is proposed to solve the online 
scheduling problem that reduces energy consumption in a 
flow shop. A new algorithm based on the Particle Swarm 
Optimization (PSO) was developed. The algorithm was 
tested, concluding that it can obtain exceptional energy 
savings for small and medium scale problems. 

[26] 

This paper addresses the online scheduling problem in a 
flexible job shop system, considering new job releases. To 
handle continuous production states and learn the most 
appropriate action (i.e., dispatching rule) at each 
rescheduling point, a Deep Q Network (DQN) was 
developed to solve this problem.  

 
 As can be seen, the case studies presented in Table 1 
cover different fields. There is for example the online 
scheduling problem in the transport area with the vehicle 
routing problem; the health area, with the scheduling of 

oncologic treatments; services, with the flight schedules; and 
industry. This shows the scope and importance of research in 
the area of online scheduling. 

 

IV. CONCLUSIONS 
The main theme of this paper is the online scheduling 

problem. Initially, the basics of the scheduling problems were 
explored. Next, scheduling strategies were discussed, defining 
deterministic scheduling and stochastic scheduling. The offline 
and online scheduling were also defined. In the former, it is 
assumed that all tasks are known at the moment of scheduling, 
while the latter is a continuous process in which the tasks appear 
stochastically. Finally, case studies related to online scheduling 
were analysed. First, a bibliometric analysis was performed that 
allowed analysing that the theme of online scheduling has 
gained more importance and attention in the 2000s. The areas 
where there has been greater development of this theme are the 
industry and the health area for the online scheduling of nurses. 
In most of the articles, approximate techniques and in some 
cases, hyper-heuristics are also used successfully. Sometimes, 
hybrid algorithms are used, combining exact and approximate 
techniques. In order to act on the online aspect of the problems, 
in many cases, algorithms have been developed that run 
periodically or whenever new tasks arrive, so that they can be 
included into the schedule. In some articles there is a 
rescheduling, and the sequence of task may change due to the 
arrival of new tasks. In other cases, the new tasks are introduced 
in blocks of time that do not affect the previous schedule. This 
last technique is limited, since, with the arrival of new tasks, the 
schedule is not re-evaluated. For example, if the task that arrives 
is urgent, with this methodology its importance will not be 
immediately transmitted to the system, so it will be placed in 
the next free time block and not in a priority position. In this 
sense, it is thought that, in future work, within the scope of 
online scheduling, when new tasks or other significant changes 
enter the system, the system should be evaluated, allowing the 
necessary changes to be made to the existing schedule. In 
another sense, it is believed that with the evolution of the 
implementation of Industry 4.0 it is possible to increase the 
number of case studies of online scheduling. With Industry 4.0 
and the evolution of IoT, Deep Learning and Machine Learning 
concepts it is increasingly possible to interconnect the various 
elements of the system, with a continuous and real-time flow of 
information, which favours the implementation of real-time 
online scheduling. This is a branch that should be explored in 
future works. This article is an initial research for a master's 
thesis on online scheduling. Next, more specific research will 
be conducted and a tool to support online scheduling in the 
context of an organization will be developed. 
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