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# Stochastic approach to time-driven activity-based costing in an automotive company 


#### Abstract

Traditional costing methods based on volume measures are not efficient in modern times characterized by product diversity, production complexity and market volatility and uncertainty. In such situations, traditional costing systems based on deterministic cost models are not effective. Indeed, decision making must be based on sophisticated, timely and accurate costing systems. Activity-based costing (ABC) models were introduced in the 1980s to help to deal with such complexity. Furthermore, Time-driven ABC (TDABC) was proposed in the 2000s to overcome some of the limitations of the previous cost models based on activities. These models are deterministic but due to the existence of variability and uncertainty, product costing should be approached stochastically. This research focuses on developing a stochastic approach to costing systems that considers the variability in the process cycle time of the different activities that compose business and production processes, e.g., workstations in the assembly lines. This approach provides a range of values for the product costs, allowing for a better perception of the risk associated with costs instead of providing a single value of the cost. The confidence interval for the mean and the use of quartiles one and three as lower and upper estimates are proposed to include variability and risk in costing systems. Furthermore, a stochastic activity-based cost model has been developed to take into consideration variability in manufacturing processes. The stochastic cost model is supported on a set of time equations structured around a cost hierarchy that highlights and differentiates the costs in the production line, namely, workstation specific cost, cost induced by the line bottleneck, planned unused capacity cost and unplanned unused capacity cost. The model supports and can be extended for cost prediction purposes and for cost optimization under conditions of variability in resources, processes and operations conditions, and demand changes imposed by the market. This research also presents and discusses the use of prediction models, based on simple and sophisticated methods such as linear regression for forecasting production quantities, to predict deviant behaviour of each specific production line. The model developed enabled us to draw attention to the importance of production control and planning. With greater control on production quantities, consequently, costs will also be more controlled and less subject to large variations. Finally, optimization models can be used to extend the application of the proposed stochastic cost model. In this case, for instance, such models can help to identify the number of operators required, their allocation to the workstation along with the cost associated with them and also the optimum number of equipment required at each workstation based on the target cycle time and cost of the product. The models and applications presented in this thesis can be further extended by considering more variables that might be relevant in other type of products and industries.
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# Abordagem estocástica para custeio baseado em atividades e tempo numa empresa do setor automóvel 

## Resumo

Os métodos tradicionais de custeio baseados em volume não são eficientes nos tempos modernos caracterizados pela diversidade de produtos, complexidade da produção e volatilidade e incerteza do mercado. Neste contexto, os sistemas de custeio tradicionais baseados em modelos de custos determinísticos não são eficazes. De facto, a tomada de decisão deve ser baseada em sistemas de custeio sofisticados, que providenciam informação oportuna e precisa. Os modelos de custeio baseado em atividades (ABC) foram introduzidos na década de 1980 para ajudar a lidar com essa complexidade. Além disso, o modelo de custeio baseado em atividades e tempo (TDABC) foi proposto na década de 2000 para superar algumas das limitações dos modelos de custos anteriores baseados em atividades. Esses modelos são deterministicos, mas devido à existência de variabilidade e incerteza, o custeio do produto deve ser abordado estocasticamente. Esta pesquisa foca-se no desenvolvimento de uma abordagem estocástica para sistemas de custeio que considere a variabilidade no tempo de ciclo do processo das diferentes atividades que compõem os processos de negócio e de produção, por exemplo, postos de trabalho nas linhas de montagem. Esta abordagem fornece uma gama de valores para os custos do produto, permitindo uma melhor perceção do risco associado aos custos em vez de fornecer um único valor de custo. $O$ intervalo de confiança para a média e a utilização do primeiro e terceiro quartis como estimativas inferior e superior são propostos para incluir a variabilidade e o risco nos sistemas de custeio. Além disso, um modelo de custos estocástico baseado em atividades foi desenvolvido para levar em consideração a variabilidade nos processos de fabricação. O modelo de custo estocástico é suportado por um conjunto de equações de tempo estruturadas em torno de uma hierarquia de custos que destaca e diferencia os custos na linha de produção, ou seja, custo especifico de cada posto de trabalho, o custo induzido pelo gargalo da linha, o custo da capacidade não utilizada planeada e o custo da capacidade não planeada não utilizada . O modelo suporta e pode ser estendido para fins de previsão de custos e otimização de custos sob condições de variabilidade de recursos, processos e condições de operação e mudanças na procura impostas pelo mercado. Esta pesquisa também apresenta e discute o uso de modelos de previsão baseados em métodos simples e sofisticados, tais como regressão linear para previsão de quantidades de produção, para prever o comportamento desviante de cada linha de produção específica. O modelo desenvolvido permitiu evidenciar a importância do controlo e planeamento da produção. Com maior controlo nas quantidades de produção, consequentemente, os custos também poderão ser mais controlados e estar menos sujeitos a grandes variações. Finalmente, os modelos de otimização podem ser usados para estender a aplicação do modelo de custo estocástico proposto. Neste caso, por exemplo, tais modelos podem ajudar a identificar o número de operadores necessários, a sua alocação ao posto de trabalho juntamente com o custo a eles associado e também o número ótimo de equipamentos necessários em cada posto de trabalho com base no tempo de ciclo e o custo alvo do produto. Os modelos e aplicações apresentados nesta tese podem ser estendidos considerando mais variáveis que podem ser relevantes em outros tipos de produtos e indústrias.

Palavras Chave: Sistemas de custeio, Variabilidade, Modelos estocásticos, Custeio baseado em atividades e tempo, Previsão de custos, Modelos de otimização
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## Chapter 1

1 Introduction and thesis overview

This chapter focuses on the following aspects: the context of the research project, fundamentals, concepts about product costing, opportunity and motivation of the research, objectives and research questions, research methodology, general characterization of the automotive components industry. Finally, the thesis structure is presented.

### 1.1 Context

Currently, the world is strongly driven by technology and innovation and in such context the importance of product costing is growing. Companies are forced to produce low-cost and high-quality products in order to maintain their competitiveness. The business world is characterized by intense global competition and therefore effective cost management is a crucial strategic advantage for companies. The high competitiveness among companies means that those with the best strategies and levels of internal and external integration stand out positively above the others. The best strategies allow us to create more competitive advantages for the company. Good internal integration allows companies to achieve excellent operational levels at low cost and external integration allows companies to approach the business beyond their internal operations. In this context, cost management, which includes the accounting, control, management, and cost reduction is seen, increasingly, as a condition of survival in today's market, where companies define strategies in order to achieve the highest possible quality and functionality at the lowest total cost.

Costs are a relevant criterion that influences decision making and their estimation plays an important role in management. The key to a rising enterprise in the 21st century is product quality, competitive cost, fast delivery, and flexibility. The quality-functionality-price paradigm is a fundamental element of modern cost management that influences design changes that can be made collaboratively involving suppliers or clients towards the reduction of the costs of new products.

A good costing system helps managers to understand the detailed cost of different short and longterm activities and processes which involves the cost of services provided to customers, raw material costs to supplier and other costs, but it needs appropriate and consistent information to be successful (Alessandroni et al., 2002). Manufacturing product costs are important in costing systems, and they can be explained through the typical three components: direct materials, direct labor, and indirect costs (such as energy, amortization, indirect labor). Direct labor plus indirect costs represent the conversion costs. Costs that can vary particularly with the production are called variable costs and that cannot vary are called fixed costs. The unitary product cost can also include non-manufacturing costs (e.g., logistics costs,
sales, and administrative costs, etc.), typically allocated on a volume basis, for instance, the amount of sales. A complete cost can be compared to the price in order to evaluate the profitability of the product. But a first analysis of the margins must be based on the manufacturing cost, from which several actions can be taken on the shop floor, e.g., optimization of processes, changes in raw materials, waste reduction plans, changes in the product mix, among others.

In costing, the main focus of researchers is to solve problems related to the allocation of costs to products. Deterministic cost models play a pivotal role in understanding the product costing and performing profitability analysis and pricing strategies. On the other hand, cost estimation can also be used to get important information about budgeting and to support the design of business plans. Hence, to reduce the cost of the product or to optimize the cost, the use of cost estimation models can be implemented (Goh et al., 2010).

Traditional costing systems have been used for many years to assign costs to products or services. However, they have several limitations, including: (1) Overhead allocation: as traditional costing systems allocate overhead costs based on a single predetermined rate. This method assumes that all products or services consume overhead costs in the same proportion, which is not always true. This can result in inaccurate cost estimates for individual products or services. (2) Complexities in tracing costs: traditional costing systems rely on the allocation of indirect costs, which can make it difficult to trace costs to specific products or services. This is particularly true in organizations with multiple product lines or service offerings. (3) Limited usefulness for decision-making: traditional costing systems provide historical cost information and do not take into account changes in the market, technology, or other external factors. This makes it difficult to use the information generated by traditional costing systems to make informed decisions about pricing, product mix, or resource allocation. Overall, traditional costing systems are limited in their ability to provide accurate and relevant cost information for decision-making in today's complex business environment (Banker et al., 2008). As a result, many organizations are turning to alternative costing methods such as activity-based costing (ABC) and lean accounting to better capture the true cost of their products and services.

Deterministic costing systems use a predetermined standard to estimate the cost of a product. This system has several limitations that can affect its accuracy and usefulness such as: (1) Ignoring variability: deterministic costing systems assume that inputs and outputs are consistent and do not vary. However, in reality, there may exist variability in the quality and quantity of inputs, and the outputs may vary due to changes in the production process or customer demand. (2) Limited flexibility: deterministic
costing systems are inflexible and cannot adapt to changes in the production process, materials, or labor costs. This can lead to inaccurate cost estimates and make it difficult for managers to make informed decisions. (3) Cannot handle complex processes: deterministic costing systems are suitable for simple processes with straightforward inputs and outputs. However, for complex processes that involve multiple inputs and outputs, deterministic costing systems may not provide accurate cost estimates. (4) Ignores non-value-added activities: deterministic costing systems do not differentiate between value-added and non-value-added activities. This means that activities that do not contribute to the production process, such as inspections and quality checks, are included in the cost estimates (Drury, 2013).

Nevertheless, variability is a crucial aspect in costing models as it can have a significant impact on the accuracy of cost estimates and the effectiveness of decision-making processes. Costing models that fail to consider variability may result in over or under-estimation of costs, leading to inefficient resource allocation, poor profitability, and ultimately, business failure. It is important to understand the relevance of variability in the cost models because : (1) To account for fluctuations in demand: costing models must be able to account for variability in demand, as this directly affects the quantity and cost of resources required to fulfill customer orders. This can be achieved by implementing a cost driver-based approach, where costs are assigned to specific activities or processes that drive demand. (2) To manage uncertainty: variability is inherent in business, and as such, costing models must be able to manage uncertainty. By analyzing past trends and considering potential risks, costing models can provide more accurate estimates of costs and assist in making informed decisions. (3) To identify areas of improvement: costing models can help identify areas of inefficiency and opportunities for improvement by analyzing the causes of variability in costs. By understanding the root causes of variability, organizations can implement measures to reduce or eliminate unnecessary costs, increase profitability, and enhance customer satisfaction. (4) To support strategic decision-making: costing models can provide critical information to support strategic decision-making, such as whether to invest in new product lines, expand operations, or enter new markets. By providing accurate cost estimates that reflect the variability in demand and other factors, costing models can help organizations make informed decisions that align with their business goals (Cooper \& Kaplan, 1988).

Nowadays, manufacturing analytics are important to derive insights about the impacts on the organization of internal and external changes and variability (Meister et al., 2019). Thus, statistical methods are an important tool since they can be used to deal with the variability in observed data. Moreover, data can be organized and summarized to understand the information available. Descriptive
statistics are widely used to identify the important features of the data, for example, the mean, standard deviation, quartiles, minimum and maximum values, range, and coefficient of variation.

In this context, descriptive statistics such as the minimum, maximum, mean, and standard deviation can be used to analyze variability and risk on product cost data (Okoye et al., 2013). Another study was made to analyze the impact of strategic costing techniques, where the descriptive statistics mean, and standard deviation were also applied to verify if the new strategy achieved a successful performance when comparing with prior years (Alsoboa et al., 2015). Furthermore, the first quartile was also used for measuring machinery usage (Sobczyk \& Koch, 2008). The coefficient of variation is another metric used in previous studies, for example, operations cycle times were used to analyze the optimal allocation of storage space in production lines (Hillier \& So, 1991). According to Montgomery \& Runger, (2018) estimations using the mean could be close or far from the true mean, and in order to avoid this, it can be used, instead, a range of the potential values, like a confidence interval.

Thus, a stochastic analysis is fundamental to include variability and risk within costing systems. Besides the variability in the production processes, measured, for instance, considering the production cycle times, we can also have variability caused by changes in the demand and variability in the value of the resources used. Process variability is particularly relevant in costing systems and for optimization purposes and it is the focus of this research work. This analysis is important for decision making in general and engineering and manufacturing, in particular (Montgomery \& Runger, 2018). For example, the detection of deviant behavior (large or small variations) in costs can be detected with measures such as standard deviation and coefficient of variation.

### 1.2 Research gap and motivation

Product costing is a crucial aspect of financial and operations management for any manufacturing organization. It involves identifying and calculating the total cost incurred in producing a particular product or service. The cost of production plays a critical role in determining the price of the product or service, which directly impacts the profitability of the company. Therefore, accurate product costing is essential for any organization to remain competitive in the market (Pember \& Lemon, 2015).

Traditionally, companies have used a top-down approach to determine the cost of products. This approach involves allocating the total cost of production to the products based on predetermined factors such as the number of units produced, or the time spent in production. While this approach is relatively simple to implement, it does not accurately reflect the cost of each individual manufacturing process
involved in production. As a result, it is difficult to identify areas where cost savings can be made or to predict the impact of changes in the production process (Cooper \& Kaplan, 1988).

Moreover, the traditional costing approach is not effective in accommodating the variability that persists in most production processes. For instance, customer requirements may change over time, resulting in fluctuations in the quantity of products to be produced. Similarly, the cycle time of each operation may vary due to factors such as equipment breakdowns, worker absenteeism, or quality issues. These variations have a significant impact on the cost of production and can result in a lot of variation in the profitability of the company (Cooper \& Kaplan, 1988).

To address these challenges, there is a need for stochastic cost models. In this research, a model based on time-driven activity-based costing (TDABC) has been developed. TDABC is a bottom-up approach that involves identifying and measuring the time required to perform each activity in the manufacturing process. The model then assigns a cost to each activity based on the cost of the resources used and the time required to perform the activity. By applying the TDABC, the calculation of the cost of production starts from the basic operations of the manufacturing process, enabling a more accurate and detailed cost analysis (Kaplan \& Anderson, 2007).

A stochastic cost model can accommodate the variability that persists in most production processes. For example, it can incorporate the differences between the planned quantities and the actual quantities produced. By considering the production cycle time, bottleneck, and other factors, the model can generate a range of probabilistic values for the cost of production. This range can be used to calculate optimistic and pessimistic costs, which can aid in managerial decision-making.

Furthermore, a prescriptive model is also developed to forecast production quantities, which helps in predicting the cost of production accurately. By forecasting the production quantities, such models can predict the resources required to manufacture the product, enabling the optimization of resources used in production. In this research, an optimization model has been used to determine the cost of labor and equipment, and the optimal number of operators and workstation equipment required. This model allows the allocation of the operators to workstation but also helps to understand the value-added and non-valueadded activities and cost.

In addition to aiding in managerial decision-making, a stochastic TDABC model can be used to evaluate the performance of the different manufacturing processes. By comparing the actual cost of production with the estimated cost of production, the model can identify areas where the production
process can be improved. For example, if the actual cost of production is higher than the estimated cost of production, it may indicate that there are inefficiencies in the manufacturing process that need to be addressed.

Stochastic cost models can also aid in identifying the profitability of specific product lines. By analyzing the cost of production for each product line, such models can identify which assembly lines are the most profitable and which assembly lines are not generating enough revenue. This information can be used to make strategic decisions about which product lines to focus on and which product lines to discontinue.

Since, the traditional top-down approach to product costing is insufficient in accommodating the variability that persists in most production processes, it gives the motivation to develop stochastic cost models based on TDABC which can provide a more accurate and detailed cost analysis, which aids in managerial decision-making and performance evaluation. By incorporating the variability of the production process, these models can generate a range of probabilistic values for the cost of the product. This range can be used to determine optimistic and pessimistic cost estimates, allowing companies to better plan and manage their resources. For example, if the pessimistic cost estimate is significantly higher than the optimistic estimate, companies can allocate more resources to reduce the likelihood of the pessimistic estimate being realized.

### 1.3 Research questions and objectives

Product cost management and control is an emerging field of research with a multidisciplinary nature and with growing importance in most industries and companies, particularly complex, and globalized supply chains, such as automotive ones. Thus, calculating the cost correctly is considered to be extremely important from both academic and industry perspectives in order to identify, develop and promote the application of best practices, tools, and management approaches.

The objective of this research was to develop novel cost models for financial and operational management in manufacturing organizations with emphasis of inclusion of variability in the product costing. The traditional top-down approach to product costing has limitations in accurately reflecting the cost of each individual manufacturing process involved in production. Thus, this research introduces the concept of stochastic cost model using time-driven activity-based costing (TDABC) as a bottom-up approach that provides a more accurate and detailed cost analysis by identifying and measuring the time required to perform each activity in the manufacturing process. The stochastic cost model can
accommodate the variability that persists in most production processes, and it can be used to evaluate the performance of the manufacturing process and identify the profitability of specific product assembly lines. Additionally, this research proposes the use of prescriptive model to forecast production quantities, which helps in predicting changes in the cost of products more accurately, enabling the optimization of resources used in production and an increased profitability. Overall, the objective of this thesis is to propose a novel cost model and to provide insights into how the proposed stochastic TDABC model can aid in managerial decision-making, performance evaluation, and operational and strategic planning in manufacturing organizations.

The specific objectives of this research were the development of:

1. A methodology to calculate the cost of products by performing the descriptive statistical analysis of the production cycle time: This methodology involves analyzing the production cycle time data to understand the distribution of the cycle time and to identify any trends or patterns in the data. Descriptive statistics such as mean, median, mode, standard deviation, range, and interquartile range are calculated to summarize the data. Once the data is analyzed, the cost of the product can be calculated by assigning a cost per unit of time and multiplying it by the cycle time for each product.
2. A stochastic cost model which is an extended version of time-driven activity-based costing model to include the variability in the cost of the product: This stochastic cost model considers the variability in the cost of the product due to uncertainties in the production process. It uses probability distributions to model the uncertain variables, such as the cycle time, the bottleneck, and the quantities produced.
3. A proposal for the creation of an additive regression model, for a set of real data relating to industrial production. After collecting information regarding the production lines, over different months, and different weeks, they were analysed, extracting the correlations between the respective variables. As such, an additive regression model is proposed to predict the actual quantities as a function of all other variables. This model is based on the M5 Tree classifier. The goal is to study which variables can be considered for a forecasting the production quantities considering the measures $R^{2}$ (correlation coefficient), MAE (Mean absolute error), RMSE (Root mean squared error) and MAPE (Mean absolute percentage error).
4. Cost optimization using the concepts of optimization and the proposed stochastic models: The cost optimization models use optimization techniques to minimize the cost of the product subject to various constraints, such as target bottleneck, number of operators, and resource availability. The stochastic models can be incorporated into the optimization models to account for the variability in the cost factors. The goal is to calculate the value-added and non-value-added cost and to find the optimal allocation of operators and the equipment needed in the assembly that minimizes the cost of the product while satisfying the constraints.

The research question that has been addressed in each chapter starting from Chapter 2 to Chapter 5 can be found in the table 1.1.

Table 1.1 Research questions

| \# | Chapters | Research questions |
| :--- | :--- | :--- |
| 2 | A stochastic approach for product costing in <br> manufacturing processes | How variability in cost can be <br> calculated using the descriptive <br> statistical analysis? |
| 3 | A stochastic costing model for manufacturing <br> environment | How to calculate the cost of the <br> product using TDABC considering the <br> variability that prevails during <br> manufacturing? |
| 4 | An Additive Regression Approach for Industrial <br> Production Forecasting: A Comprehensive | How to predict production quantities <br> using additive regression model? |
| 5 | Analysis of Relevant Variables | Optimization of labour and workstation costs |
| How can labor and workstation costs |  |  |
| be calculated using a stochastic cost |  |  |
| model? |  |  |

The methodology developed to calculate cost by descriptive analysis helps to clearly establish the existence of variability in the production processes and its impact on the cost of the product. A better understanding of product variability is necessary for better control over the cost. A proper risk assessment
asks for a good understanding of the impact of uncertainty and variability on costs (Afonso \& Jiménez, 2015). Since, TDABC has limitations accommodating the variability and to properly address the complexity of process (Vedernikova et al., 2020), there was a need to extend the TDABC model. Hence, a Stochastic TDABC model is developed considering variability in the cycle time, bottleneck time, and production quantities. Prescription aids in the understanding of variability and the risks they provide, particularly when forecasting is challenging due to the unpredictability and volatility of the business environment. The research intends to contribute to forecast model design, specifically to forecast the production quantities and associated costs. Based on the prediction of the quantity, it is essential to understand the optimum need and allocation of operators and equipment on the workstation along with controlling the cost of the product and identifying the value-added activities and non-value-added activities.

### 1.4 Research methodology

This thesis followed a multi-methodological approach, where three different types of research methods were followed: 1) quantitative research which involved collecting numerical data and using statistical analysis to draw conclusions; 2) action research which involved conducting research in collaboration with stakeholders in order to solve practical problems or improve a process or system; 3) experimental research which involved manipulating variables in a controlled setting to test hypotheses and establish cause-and-effect relationships.

Chapter 2: "A Stochastic Approach for Product Costing in Manufacturing Processes" follows the quantitative research methodology. As the statistical analysis was performed in this chapter. Mean, Standard deviation, range, and Confidence intervals were calculated along with other statistical tests including Mann-Witney tests. With the help of the methodology followed it enabled to identify the existence of variability in the manufacturing process and deterministic model was created from it. Four assembly lines were considered. A sufficiently large sample of 38000 observations were taken into the consideration from the period of 18th December 2020 to 24th December 2020. The data collected was focused on the quantities produced in each assembly line and cycle time on each workstation for each unit were gathered. The bottleneck of the assembly lines was identified, and tests were made on that workstation. The cycle times of each workstation were extracted from company's ERP system to SPSS software where the various tests and analysis were made.

An action research methodology has been implemented in Chapter 3: "A Stochastic Costing Model for Manufacturing Environment". A novel stochastic cost model has been developed in this chapter.

The company where this research was carried out had a Manufacturing Execution system (MES) and with the help of enhanced Internet of things (IOT) features it was possible to record every activity that was happening on each workstation. The activities were recorded as the event along with the start time and end time of each event. Hence, giving a clear idea about the number of activities taking place in the workstation and time taken by each activity was identified with the help of stakeholders from the company where the research was performed. After identifying the activity, the time taken for that activity and cost calculation was done. Overall, the improved method to calculate the cost in stochastic way was developed which solved their problem as they were using Traditional top-down approach. The analysis of product costs was made over the course of 5 months. A single product was studied over different assembly lines, as well as different products were studied over one specific line.

In Chapter 4: "An Additive Regression Approach for Industrial Production Forecasting: A Comprehensive Analysis of Relevant Variables", taking a step further in the development of an additive regression model using real data on industrial production. After gathering data on the manufacturing lines across a variety of weeks and months, it was analyzed to determine the correlations between the various factors. In order to forecast the actual numbers as a function of all other factors, an additive regression model is therefore developed. The M5 Tree classifier serves as the model's foundation. In light of the measures R2 (correlation coefficient), MAE (Mean absolute error), RMSE (Root mean squared error), and MAPE (Mean absolute percentage error), the results demonstrate that the models with the variables "Bottleneck value," "Amort Specific cost," "Specific other cost," and/or "Bottleneck Workstation" have a good forecasting quality.

In the last stage of the research, presented in Chapter 5 "Optimization of labour and workstation costs", an action research methodology has been followed. In the complex manufacturing system, there are a lot of production processes involved with many activities. It is important to understand, and bifurcate which activities are adding value to the customer, and which are non-value-added activities. To achieve this goal the equations have been developed. Also, it is important to control the cost of the labor and cost of equipment on the workstation. Based on the target cycle time the optimum allocation of operators is calculated. If the bottleneck is too big, it can be further split by adding another equipment to the workstation and the cost can be optimized.

### 1.5 The automotive industry

The field work of this research was performed in an automotive company which is tier-1 supplier of automotive components with several thousands of employees in several factories in Portugal. Since this research is performed in the automotive industry it is relatively important to understand the importance of automotive companies in the context of the manufacturing industry.

Automotive companies have a significant impact on the manufacturing industry, as they are responsible for producing a vast array of vehicles that are used in transportation across the world. The importance of automotive companies can be seen in their contribution to the global economy, their impact on technological advancements, and their role in promoting sustainable development.

Firstly, automotive companies are major players in the global economy. According to a report by the International Organization of Motor Vehicle Manufacturers (OICA), the automotive industry contributes to around $5 \%$ of the world's GDP and employs over 60 million people globally. In addition, automotive companies are responsible for a significant proportion of the world's trade and investment, with many countries relying on the industry for their economic growth.

Secondly, automotive companies are driving technological advancements in the manufacturing industry. The development of electric vehicles, for example, has revolutionized the way we think about transportation, and many automotive companies are investing heavily in research and development to improve the efficiency and sustainability of their vehicles. This has led to the emergence of new technologies such as autonomous vehicles, which have the potential to transform the way we travel in the future.

Finally, automotive companies play an important role in promoting sustainable development. The industry is under increasing pressure to reduce its carbon footprint and adopt more sustainable manufacturing practices. Many companies are implementing initiatives to reduce their environmental impact, such as using recycled materials and developing more efficient production processes. In addition, the development of electric and hybrid vehicles is helping to reduce greenhouse gas emissions and promote a shift towards cleaner forms of transportation.

In conclusion, the importance of automotive companies in the manufacturing industry cannot be overstated. Their contribution to the global economy, their role in driving technological advancements, and their commitment to sustainable development make them essential players in the manufacturing
sector. As we look to the future, it is clear that the automotive companies will continue to play a significant role in shaping the way we live and work.

Considering the complexity of processes and products in this industry, models developed here can be replicated and applied in other industries using similar models or simplified ones. The maturity level of information and communication systems in this industry also allows a better application of complex cost models which required a considerable amount of information on the process and products. The models developed here can also be used in smaller companies, probably, through adapted and simplified versions.

### 1.6 Manufacturing industry and process overview

The manufacturing industry involves the production of goods and products using various complex processes, sophisticated technologies, and machines. This sector covers a wide range of industries, including automotive, aerospace, electronics, food and beverage, pharmaceuticals, and more. The industrial sector has undergone considerable changes recently as a result of technological improvements, globalization, and heightened rivalry. Manufacturers, specifically in automotive industry are putting more effort into implementing continuous improvement processes, which refers to the constant endeavor to discover and remove waste, decrease costs, increase efficiency, and enhance quality, in order to stay competitive and relevant. With this strategy, processes are continuously assessed and improved in order to maximize performance and produce superior results. After the implementation of these improvement tactics, still exist the gap to understand its effect on the cost of the product. Therefore, a proper costing model is essential particularly in the challenging automotive industry.

The automotive electronic component manufacturing industry involves the production of a wide range of components used in vehicles such as sensors, controllers, and displays. The manufacturing processes for these components often take place on an assembly line, which is a series of interconnected workstations where components are assembled into finished products.

One common manufacturing process used in the automotive electronic component industry is surface mount technology (SMT), where electronic components are mounted onto printed circuit boards (PCBs) using automated equipment. Other processes include through-hole technology (THT), where components are inserted into drilled holes on PCBs, and wire bonding, where wires are attached to semiconductor chips. The manufacturing processes for electronic components in an assembly line typically involve the following steps.

1. Surface Mount Technology (SMT): This process involves the placement of electronic components on printed circuit boards (PCBs) using automated pick and place machines. SMT allows for the efficient placement of small components with high precision.
2. Reflow Soldering: After the components are placed on the PCBs, the boards go through a reflow soldering process. This involves heating the board to a specific temperature to melt the solder, which then solidifies and bonds the components to the board.
3. Through-Hole Assembly: For larger components that cannot be placed using SMT, through-hole assembly is used. This involves drilling holes in the PCB and manually inserting the components through the holes. The components are then soldered to the PCB using wave soldering.
4. Inspection: After assembly, the PCBs are inspected for any defects or faults using automated optical inspection (AOI) machines. This helps to ensure that the components are properly placed and soldered.
5. Testing: Once the PCBs pass inspection, they are tested to ensure that they function correctly. This involves powering up the board and testing the various electronic components to ensure that they are working properly.
6. Final Assembly: After testing, the PCBs are assembled into the final electronic component, such as a control module or sensor. The final assembly may involve the addition of connectors, enclosures, or other components.
7. Quality Control: Throughout the manufacturing process, quality control measures are in place to ensure that the components meet the required specifications and standards.
8. Packaging and Shipping: After the components are manufactured, they are packaged and shipped to customers or to other manufacturing facilities for further assembly.

Even if the assembly line is well designed and efficient, variability can still exist due to several factors. Assembly lines are complex systems involving several interdependent processes, and even small variations in one process can have a significant impact on the overall output of the line. One of the primary factors that can contribute to variability in assembly lines is the variability in the machines and equipment used in the process. Machines can experience wear and tear, which can result in changes in performance and output. Additionally, different machines may have slightly different specifications, which can result in variations in the output from one machine to another. The variability in the skills and experience of the operators is another factor that can contribute to variability in assembly lines. Even with rigorous training
programs, different operators can have different levels of proficiency in performing certain tasks, which can result in variations in the output. This variability can result in rework, scrap, and delays in the assembly line. Finally, environmental factors such as temperature, humidity, and air quality can also affect the performance of assembly lines. For example, high humidity can affect the adhesion of glue, while low temperatures can affect the viscosity of liquids.

Variability can have a significant impact on costs, depending on the context in which it occurs. In terms of production variability can lead to increased costs due to increase in cycle time, rework, scrap, and lost productivity. Variability in the supply chain can impact costs in a number of ways, such as increased inventory carrying costs due to uncertainty in demand, increased transportation costs due to expedited shipping, and increased sourcing costs due to changes in supplier availability and pricing. Variability in labor costs can occur due to factors such as absenteeism, turnover, and overtime. These can lead to increased costs in the form of decreased productivity, higher recruitment and training costs, and increased labor expenses. Overall, variability can lead to increased costs and decreased efficiency in a variety of contexts, making it an important factor to consider in cost management and planning.

### 1.7 Structure of the thesis

This thesis is structured as follows. The second chapter is about approaching manufacturing processes with a stochastic cost model. In this chapter, costs are calculated based on the variability present in the cycle time of the workstation after the statistical analysis of the data. In the third chapter, a stochastic novel model based on TDABC is developed to calculate the manufacturing cost of the product. After developing this model, which helps in understanding and calculating the cost per unit of the product, in the fourth chapter a prescriptive analysis has been done to forecast production quantities and the impact of other supply and demand conditions in the assembly lines. The fifth chapter focuses on the optimization of the cost using the proposed cost model, particularly to compute and optimize labor costs and workstation costs and to identify the value added and non-value-added activities. The sixth chapter, which is the last chapter, covers the conclusions derived from this study along with identifying the main contributions, limitations, and opportunities for future research.

## Chapter 2

2 A stochastic approach for product costing in manufacturing processes

### 2.1 Introduction

To control the cost of products and services, companies should have accurate information of the relevant cost objects (Cooper \& Kaplan, 1988). Therefore, it is very important to have a proper costing system and controlling of the cost (Pember \& Lemon, 2015). Furthermore, companies now are facing competition globally, pushing the development of new products using different and more complex production processes which enforce even more sophisticated costing systems (Drury \& Tayles, 1994). Major technical decisions taken in the manufacturing industry related to new products and processes must be supported by complete, accurate, and timely information about costs and profitability (Kaplan, 1984).

Nevertheless, many companies continue to perform the costing of the product in a traditional way, e.g., allocating costs to products proportionally to the quantities produced. Nowadays, companies are characterized by complex systems with multiple products being manufactured in multiple assembly lines. In such situations, traditional costing systems cannot be used. It is very often that cost gets distorted in a traditional costing system as accounting decisions are made as years ago (Cooper \& Kaplan, 1987), when the range of products in the company was narrow.

Actual manufacturing systems are characterized by a high level of variability and uncertainty which can drastically affect the cost of the product. To control and monitor the process of manufacturing it is important to consider the uncertainty to achieve the required levels of consistency, quality, and economy (Orellana et al., 2021). The results can be affected by the uncertainty incorporated by the unknown variables that are not modelled. Uncertainty factors in manufacturing processes are demand, cycle time, resources, etc. The uncertain scenarios in the stochastic approach are based on the probability distribution (Wang et al., 2021). Such scenarios can be created for uncertainty based on optimistic, pessimist and neutral forecast values and their probability (Mohseni et al., 2011). For the probability, the mean values of the uncertain parameters can be used for the processing of the stochastic model (Zanjani et al., 2013).

Thus, the motivation to develop this work is, as there is space for improvement in the costing of the product in practice (approaches and tools used by companies) and conceptually (concepts and models). It is indeed necessary to accommodate all the variabilities and uncertainty that prevails during the manufacturing process. This chapter focuses on developing a stochastic approach to costing systems which considers the variability in the process cycle time of the different workstations in the assembly line.

Such an approach will provide a range of values for the product costs allowing a better perception of the risk associated with these costs, instead of providing a single value of the cost. The stochastic multiscale approach is a useful tool to solve the engineering problems considering uncertainties, but it is computationally intensive as the number of uncertainties increase (Tang et al., 2022).

Stochastic analysis is associated with the analysis of events in which at least one of the components of the process is random. It is usually applied in situations that face a set of random variables over time. A Markov process is described as such when only the current value of the variable is taken into account to predict its future value. Process simulations are associated with the random generation of values, assuming that they may be in a given interval or in accordance with, for example, the variable's mean value and respective standard deviation (Abounadi et al., 2002). Usually, values are generated following a normal distribution of mean x and standard deviation s . The stochastic frontier analysis can be used to identify the efficiency and productivity of manufacturing processes. A model can be designed for each plant, process or production line and these models can be combined to achieve overall performance. This technique can be used to bridge the gap between a plant's current productivity and a set target to be achieved (Oh \& Shin, 2021).

Thus, in order to achieve that it is essential to use appropriate approaches to understand, in the first instance, the variability and then to identify a range of values for the product cost applying statistical methods. With applied mathematics, a better perception of the product process can be achieved, and better decisions can be made.

This chapter extends and complements recent research on applied cost models in the industrial engineering setting where stochastic modelling and new models for the allocation of process costs to products were used to improve performance evaluation, optimization of maintenance costs, supply chain costs, investment decisions and production inventory with flexible manufacturing (Singh \& Prasher, 2014)(Noh et al., 2019)(Singh \& Singh, 2020). Recent work by (Wang et al., 2021) shows the use of the stochastic approach in production planning and to optimize the profit as uncertainties are involved. By using the methodology proposed in this chapter, it will showcase the historical statistical data of a defined period so the variability in the process can be observed, and the real time cost of the product can be calculated. This can contribute significantly to support continuous improvement in production systems. Moreover, it can also bridge the gap between financial and production departments, integrating production and accounting information. The comparison between the standard and the real cost can be done in a better way which will facilitate both operational and strategic decision making.

In this chapter, the developed six-step methodology is presented and explained. Firstly, a data analysis has been performed to obtain relevant descriptive statistics and identify the outliers which must be removed from the product cost analysis. After removing the outliers, the descriptive analysis must be done again to understand the data. The third step is to perform the hypothesis test to compare cycle times across the different assembly lines. The next step is to obtain the confidence interval for the mean which gives the information about the potential risk and variability in the cost of the product. Also, quartiles Q1 and Q3 will give a range of potential values for the computation of product costs highlighting the inherent risk of such cost.

Specifically, one product was taken into consideration on which analysis has been performed. To manufacture this product, it needs 18 workstations. Only the bottleneck workstation of the assembly line was considered. Since it represents the cycle time of the assembly line. So, any variability and uncertainty in the bottleneck will affect the cycle time of the assembly line resulting in changes in the cost. The cycle time of the bottleneck workstation has been gathered and after analyzing and removing the outliers, a descriptive analysis was performed on it. After performing the statistical tests, it was evident the existence of variability and uncertainty. Following the stochastic approach, the range of cost has been calculated using the quartiles and confidence interval for the mean. This stochastic range of cost accommodates the variability and uncertainty that can prevail during the manufacturing process in a specific period for a certain type of product.

In the next section, a literature review on uncertainty and variability, and stochastic approaches in costing systems is presented. To counter the impact of uncertainty and variability on cost computation, the use of a stochastic approach is proposed. The methodology is explained in section 3 and the results of its application are presented in section 4. The computation of product costs and relevance of the proposed methodology are discussed in section 5 . Finally, the final remarks and opportunities for further research are presented in the last section.

### 2.2 Literature review

### 2.2.1 Uncertainty and variability in cost models

Uncertainty can be defined as a potential deficiency in any phase or activity of the modelling process that is due to the lack of knowledge which causes model-based predictions to differ from reality (Oberkampf et al., 1999). At the time of cost estimation, there are significant sources of uncertainty associated with it. During the estimation of the cost, the information of the cost available are usually the
historic product costs and sometimes this information has a high degree of uncertainty for instance, first in the design stage, and later, in the manufacturing process, e.g., the dimensions of the product, process cycle times (Scanlan et al., 2006). The uncertainty in the cost estimation can be reduced by providing more complete information about the manufacturing process, product design, product support, reliability, and requirements of disposal (Corbett \& Crookall, 1986).

When an event is modelled, a decision must be made by the decision maker if it is necessary to include the uncertainty that prevails with the event. In some cases, it is enough to approximate the uncertain events by a deterministic model. But if uncertainty happens to be significant and can impact the results then it is important to include it in the model and uncertain events should be studied. In this kind of situation, it is necessary to choose a proper method to model the uncertainty (Zimmermann, 2000). Uncertainty and variability are present in many real-life events, e.g., variation in the cycle time of assembly lines. It is possible to occur from several reasons such as lack of information, ambiguity, complexity in the information, errors in measurements, and beliefs instead of real information, etc. (Zimmermann, 2000). The level of uncertainty is related to the information available and the complexity of the event. Uncertainty can be related with the possibility of error for not having ample information about the event and the surrounding environment (Nachtmann \& Needy, 2003).

There is no definitive definition for uncertainty. Perhaps there are some agreements in very specific fields (Goh et al., 2010). For example, in the financial domain, there has been a fine distinction made between uncertainty and risk. Indeed, it is normal to talk of risk when the future is unknown, but the probability distribution of likely future is known. On the other hand, uncertainty occurs when the probability distribution is itself unknown (Miller, 1977). (Zimmermann, 2000) proposes the following definition: "uncertainty implies that in a certain situation a person does not dispose about information which quantitatively and qualitatively is appropriate to describe, prescribe or predict deterministically and numerically a system, its behavior or other characteristic".

It is evident from different sources that uncertainties and variabilities can impact cost estimation. If more information is available, it is possible to reduce the uncertainty in the estimation of the cost specifically details about manufacturing and design of the product (Goh et al., 2010). In the field of cost calculation and costing systems many methods can be used. In the past, sensitivity analysis was used to estimate the cost and uncertainty by measuring the level of risk. It can give brief information to the decision-maker about what can happen if the input changes considering the best-case and worst-case situation. Although this method has its limitations, for example when there is a considerable number of
variables it is more difficult to estimate what can happen and understand how the interaction among the variables can affect results. To lessen the gravity of this limitation, various probabilistic methods are developed. In these methods, the uncertainty in the cost information is represented by probability functions. Probabilistic methods help decision makers with more information, but they require a larger amount of information and greater statistical handling than sensitivity analysis (Datta \& Roy, 2010).

Management of the cost is important to understand the cost behavior as the variability in the market, prices, work methodology affect the cost. This variability can affect the cost of the product; hence the efficiency of the company can be affected. A better understanding of product variability is necessary for better control over the cost. A proper risk assessment asks for a good understanding of the impact of uncertainty and variability on costs (Afonso \& Jiménez, 2015)

Several methods including activity-based costing have been proposed but they have been unable to efficiently incorporate uncertainty and variability. It has been proposed to use the fuzzy approach which is based on the rationality of uncertainty because of factors like vagueness and inaccuracy (Zadeh, 1965). In cost-volume-profit analysis various factors such as risk and uncertainty are ignored, thus it severely limits the usefulness of this methodology, by using the fuzzy set concept it is possible to handle imprecision, and that gives access to evaluate the cost-volume- profit decision making process (Yuan, 2009). Monte Carlo simulation and fuzzy set theory are better methods to handle the uncertainty and inaccuracy in the data for cost models (Nachtmann \& Needy, 2003). When uncertainties are partially or totally random, they are usually represented by probability density functions which can be used also in costing systems (Byrne, 1997). When the decision maker faces an uncertain problem, it can be expressed as uncertain ratios also known as fuzzy numbers (Kishk \& Al-Hajj, 2002). In recent times, techniques based on the fuzzy numbers have emerged as an excellent tool to manage uncertainty in models used to calculate costs (Nachtmann \& Needy, 2003). The uncertainty of the parameters in linear planning models has been also approached in terms of fuzzy numbers (Wang et al., 2021). For example, fuzzy based activity-based costing can help to compute the cost (Durán \& Durán, 2018). Additionally, it can allow managers to control the cost and implement useful indicators for better quantitative information on the performance and behavior of important drivers, thus improving decision making (Durán \& Durán, 2018).

### 2.2.2 Stochastic approaches in cost models

A stochastic model can be defined as the collection of random variables which are arranged in a specific mathematical set, which is associated with an element of the set (Anderson et al., 1985). A
stochastic model is a tool to estimate the probability distribution of the possible results by allowing the random variable in one or more inputs over time. The random variables are based on the variability and uncertainty found in the historical data for the selected time using standard time series methods. The distribution of the probable results is derived from the number of stochastic projections which reflect the random variable in the inputs (loannou et al., 2017).

A stochastic cost model will set up a projection model which allows the analysis of single products, several products in the same assembly line and all products in the entire company. It can use random variation to understand what conditions (risk, variability, and uncertainty) can affect the cost of the product. In the end, the distribution of the outcome can portray not only the most likely cost of the product but the whole possible range of product costs from a reasonable set of assumptions and constraints. The most likely estimate is given by the distribution curve also known as the probability density function which is typically also the mode of the curve (Ioannou et al., 2017).

The advantage of a stochastic approach is unlike the deterministic approach which only gives a value to the product cost, this method of cost modelling gives the entire range of possible cost values of the product considering the related variability, risk, and uncertainty. It can reflect better real-world situations, providing different ranges of possible results. Also, by running several rounds of calculations, and using many different estimates of future economic situations, the model will show the range of costs showing the potential upside and downside of each.

Stochastic frontier analysis models are being used as a statistical benchmark to provide an overview of the industrial sector. It can also be adjusted to understand plant productivity. But the general form of stochastic frontier analysis is difficult to implement in a complex manufacturing industry because of the problems of multicollinearity (Oh \& Shin, 2021). It is important to have accurate information and with modern complex systems, deterministic models are impractical as it cannot represent the disturbance and uncertainty adequately. So, it is necessary to apply stochastic models (Orellana et al., 2021).

The deterministic cost model was extended by (loannou et al., 2017) to systematically account for the stochastic input. They performed the Monte Carlo simulation to derive the joint probability distributions which allows to estimate the probabilities of exceeding a set of thresholds and determining the confidence interval. It stressed the importance of the appropriate statistical modelling of stochastic variables so that it can reduce modelling uncertainties and can contribute for a better-informed decision
making to make the investments. An advanced stochastic model was applied to identify the most relevant parameters which influence cost and uncertainty. The stochastic model was implemented by using a @risk software extension. It also investigates the variables which behave as the most important cost drivers, which are behind the effective reduction of the cost thus, providing information on where additional efforts are required and can effectively reduce the costs (Mora et al., 2021).

There are stochastic cost models addressing the influence of uncertainties in wind generation on the optimal operation of power systems (Swaroop et al., 2009). In this particular case of wind generation, there are a lot of possible scenarios, so a scenario reduction algorithm has been applied. The stochastic model will give a near possible optimal solution considering all possible scenarios. That particular solution cannot be optimal for one particular scenario, but it is robust over all possible realization of the uncertainties. An adaptive particle swarm optimization algorithm was proposed to solve the stochastic cost model which overcomes the traditional drawbacks such as penalty coefficients, and parameter tuning. (Sobu \& Wu, 2012) developed stochastic scenarios by using observed mean-values and standard deviation from data, and then based on these stochastic scenario data, stochastic operation cost optimization models for minimizing operation cost were formulated. Then, they used a particle swarm optimization approach.

Stochastic approaches were also applied in the context of life cycle costing to study the economic value of energy-efficient building retrofitting investments (Baldoni et al., 2019). It also investigates the effect of interdependent stochastic variables such as explicit evaluation. The economic evaluation is itself stochastic so it can express both the expected value and the value inherent to uncertainty and risks. The actual validity of stochastic costing depends on the reliability of the conclusions that can be drawn. This reliability consists of the robustness of the results and accuracy with respect to the real system which the model aims to represent. The first aspect in particular not only generates the stochastic life cycle cost outcomes, but also allows to assess the variability of the outcome given by the dataset.

Furthermore, (Baldoni et al., 2021) developed a novel software tool for the evaluation of life cycle impacts and costs assessments, which is aimed to support decision making. This tool allows evaluating the long-term trade-off between economic and environmental performance of investment projects, while accounting for uncertainties in input parameters. The software also includes several tools for sensitivity analysis.

Thus, by using a stochastic approach, the range of cost showing the potential upside and downside can be obtained (see Figure 2.1).


Figure 2.1 Comparison between deterministic and stochastic values in different situations
In the figure above, based on (Park et al., 2010), it can be observed that from a deterministic perspective Systems $A$ and $B$ are far below risk $z$, but that analysis is insufficient, and a probabilistic approach should be taken into consideration. Situations 1 and 2 show the range of possible values for each system under different conditions. In situation 2, System A, even if presenting a lower average ( $x_{2}$ ), has a higher risk of reaching $z$. Nevertheless, the risk of System B in situation 1 is higher. Thus, we should go beyond the simple deterministic analysis and understand the behavior of the phenomenon under study. This reasoning can be applied to products, activities and processes and a stochastic cost model will turn possible to measure such variability and its impact on the cost of the relevant cost objects. The range of costs, along with the measurement of predictions should be provided. Such predictions should be based on the calculated risk for the relevant variables.

### 2.3 Materials and methods

In this chapter, to analyze the product development process variability, it is proposed a methodology based on the following six main steps.

1. Firstly, data analysis must be done to identify the descriptive statistics and outliers by activity and process. Namely, mean, standard deviation, quartiles, minimum and maximum values, range, and coefficient of variation. In the case study, the analysis was made by workstation and line. If the outliers are caused due to external causes, then they must be removed.
2. After this removal, a new descriptive analysis must be performed to do a critical assessment. In this step it is intended to identify what is happening and if it is possible to find differences between lines for a specific workstation and product. The analysis of the outliers is important to analyze the efficiency of the process and to identify opportunities to improve the process.
3. The third step is related to performing hypothesis tests, where it is intended to compare the workstation in different lines and identify in each one if there are significant differences.
4. The next step is to perform the confidence interval for the mean, considering the level of confidence as $95 \%$. Note that instead of considering the mean value to compute the product cost, the confidence interval gives information on the variability and the potential risk of the cost. In this case, the variability is being analyzed since it is a range of values.
5. Furthermore, the quartiles values can be another possibility to take into consideration, also giving an idea of the risk associated with product cost. The interval for the values can be computed using the first and the third quartile thus, focusing on the $50 \%$ of the values around the median. The value associated with Q3 is a measure for product cost risk because $25 \%$ of the produced units will have a higher cost than such value. This is a conservative approach for cost risk analysis and the 90-percentile can be used to signalize the risk of a too high cost. On the other hand, Q1 represents a reference value for quotations because prices lower than this value will push the margin to negative values. Again, alternatively, a less conservative approach can be used considering, in this case, the 10 -percentile. Thus, both the lower and upper limits can be used as risk measures.
6. Finally, the values achieved in the confidence interval and the quartiles (first and third) can be used to compute the product cost considering each workstation or aggregated by line (usually, considering the bottleneck of the line).

Note that the proposed approach can be applied differently, depending on what is intended to be achieved. The six steps presented before can be simplified or developed, if necessary. For example, it can be only necessary to identify the confidence interval for the mean instead of the quartiles or vice-versa.

To compare two independent samples, one can use parametric and non-parametric tests. A parametric test must be used when the population follows a normal distribution, have equal variance and it is continuous. However, non-parametric tests are applied when at least one of the parametric
assumptions is not validated. Note that parametric tests are more robust than non-parametric and consider less information to make stronger conclusions. Therefore, the student $t$-test is a parametric test commonly used to identify if the mean of one sample is different from a known mean or to identify if there are differences between the mean of two identical samples. Furthermore, Mann-Whitney test is a nonparametric alternative to evaluate if two samples are from the same population (Kaur \& Kumar, 2015). In order to check if the sample follows a normal distribution, Shapiro-Wilk and Kolmogorov-Smirnov are the well-known tests to do it. Where Shapiro-Wilk is commonly used in small samples ( $\mathrm{n} \leq 50$ ) and Kolmogorov-Smirnov is applied in the other cases (Yazici \& Yolacan, 2007).

Moreover, the Wilcoxon Sign Rank Test was used for the validation and analysis of the computed costs. It is a t -test alternative since it is a non-parametric test. Thus, this test intends to evaluate if the median of one sample is different from a known value, instead of using the mean value (Montgomery \& Runger, 2018). In this case, the test was used to assess whether the calculated values of costs present significant variations over the weeks in relation to the planned/standard cost. The Wilcoxon test was performed, paired and with the assumption of two-tailed distributions and for a significance level of $5 \%$. This test allows us to evaluate the differences or disparities of the median values of the data, being useful to understand whether observations or values of the same variable, recorded at different times, present significant variations or not. This way, it will allow us to evaluate the adequacy of the cost model and evidence the existence of cost variability justifying the stochastic analysis of costs in detriment of the traditional deterministic approach.

### 2.4 Analysis of results

The proposed methodology to include variability in costing systems was applied following the six steps explained before. A data sample was considered corresponding to a weekly period (seven consecutive days), considered normal (they were not considered holiday periods, breaks or other), referring to all production lines ( $\mathrm{A}, \mathrm{B}, \mathrm{C}$ and D ) where the product is produced. These are data obtained from the production information system, where the cycle time values for each day, per line and workstation, are recorded. These, in turn, were processed, removing the outliers from the cycle times per line and workstation. Next, the mean, quartile, extreme values (maximum and minimum), standard deviation and coefficient of variation were computed.

In each line, composed of several workstations, the bottleneck (workstation with the highest cycle time) was identified, and its frequency (count) was identified corresponding to the number of units
produced. In total, it is a sufficiently large sample, with about 38,000 observations, which are distributed by all the lines, in a variable way, but also with considerable frequency values. That is, we have frequencies much higher than 50 (even the minimum value exceeds 3,000 ).

Nowadays, for a company to be able to respond to customer demand and bring value through its products, it must be able to produce with great flexibility and diversity. To do so, it is necessary an enormous complexity in the production process. Having complex processes in the assembly lines causes variation in the cycle time of the workstations which will consequently affect the cost of the product. Thus, if a company wants to be competitive it must understand and control the variation of the several activities that compose the production process. This asks for a stochastic approach in controlling activities of productions processes.

It was selected a product produced in 4 different production lines. These lines are considered semi-automatic lines since they require manual assembling (performed by operators) and automatic assembling. All products pass through different tests, most of them automatic, but also tests with human intervention. Before arriving at these 4 lines the product had already gone through other processes in the factory being the studied process the final one before shipping the product to the client. Small lines A and $B$ produce fewer quantities and therefore have fewer operators allocated. Lines $A$ and $B$ have a different number of machines per workstation. Big lines $C$ and $D$ are considered large lines because their production volume is much higher than small lines.

In order to analyze the variability between lines (A, B, C, and D), the bottleneck's cycle time (workstation 17) was analyzed. Figure 2.2 presents the cycle time of each piece produced in workstation 17 in the 4 production lines in one week. The data (i.e., cycle times and daily produced quantities) were collected for the period between the $18^{\text {n }}$ and the $24^{\text {min }}$ of December 2020. Both the quantities and process times were different in each production line, so this data clearly highlights the variability that exists in the production process. So, the cycle time at each workstation was recorded for each product unit manufactured during that week, what helps to check the correct bottleneck of the production line. Once confirmed that the $17^{\text {th }}$ workstation represented the bottleneck, the tests were made on that workstation as it will define the production line cycle time. All the recorded cycle times from each assembly line were extracted from the company's ERP system to the SPSS software where various tests were done on the data.

As mentioned earlier, there are four different assembly lines involved in producing the product under scrutiny. Line $A$ and $B$ are considered small lines and line $C$ and $D$ are considered as the big lines. The difference between small and big lines is the amount of equipment at each workstation. Big lines have more equipment compared to small lines. As they have more equipment in the workstations, big lines can process more parts in parallel. Hence, big lines produce faster and in greater quantity. Big lines produce around 15,000 parts per week whereas small lines produce around 3,000 parts. Production planning and scheduling prioritizes big lines, and small lines complement the big ones.


Figure 2.2 Cycle time (in seconds), per line.
A descriptive analysis was conducted. Table 2.1 presents the number of observations, mean, standard deviation, minimum, first, second and third quartile (Q1, Q2 and Q3), maximum, range and the coefficient of variation, for each line. The coefficient of variation is commonly used to identify if the mean is representative. When this metric is less than $50 \%$, then the mean is representative. Otherwise, if it is not, it is preferable to use a median instead.

Table 2.1 Descriptive statistics (in seconds), per line

|  | Line A | Line B | Line C | Line D |
| :---: | :--- | :--- | :--- | :--- |
| Count | $3,407.00$ | $3,510.00$ | $15,314.00$ | $15,664.00$ |
| Mean | 984.28 | 992.15 | 993.30 | 952.42 |


| Standard deviation | 240.33 | 257.90 | 217.50 | 210.91 |
| :---: | :---: | :---: | :---: | :--- |
| Minimum | 789.00 | 786.00 | 786.00 | 784.00 |
| $\mathbf{Q 1}$ | 823.00 | 807.00 | 843.00 | 815.00 |
| $\mathbf{Q 2}$ | 886.00 | 868.00 | 938.00 | 888.00 |
| $\mathbf{Q 3}$ | $1,036.00$ | $1,089.75$ | $1,049.00$ | 988.00 |
| Maximum | $1,981.00$ | $1,997.00$ | $1,999.00$ | $1,998.00$ |
| Range | $1,192.00$ | $1,211.00$ | $1,213.00$ | $1,214.00$ |
| Coefficient of variation | 24.42 | 26.00 | 21.90 | 22.14 |

According to the results obtained, lines $A$ and $B$ have almost the same number of observations. The same conclusion can be drawn for lines C and D. Furthermore, according to the mean, line B has a longer cycle time when compared to line $A$. Besides that, line $C$ is the one with the longer cycle time, when compared to line $D$. The minimum and maximum cycle time is nearly the same for all the lines. Another conclusion is that the mean is representative in all the lines, although there is variability since the range values (the difference between the maximum and minimum value) is high. Thus, it is important to understand the cause of these high values to avoid wrong conclusions.

According to what was observed, lines A and B present very close mean values, being the difference 7.87 seconds while in lines $C$ and $D$ the difference between the mean values is 40.88 seconds. In terms of standard deviation values, the difference is greater between lines $A$ and $B$ than between lines $C$ and $D$, being respectively 17.57 and 6.59 seconds. That is, the small lines show a tendency for greater variations in cycle times, around the mean. The interquartile range is 213 and 282 seconds for lines A and B, respectively, and 206 and 173 seconds for lines C and D, respectively. There is a greater difference in the small lines compared to the big lines.

For the coefficient of variation, the values on the small lines are close (differential of 1.58 seconds) but on lines $C$ and $D$ they are even more similar (differential of only 0.24 seconds). All lines show variation, although the highest values are observed in the small lines. That is, in general, the pairs of lines ((A, B); (C, D)) have characteristics that resemble each other, namely, Count, Mean, Standard Deviation and

Coefficient of Variation and, at the same time, allow the distinction between the two types of lines (Small and Big lines).

The available capacity and cycle times of the machines is fundamental to allocating the cost of resources used to the cost objects. The variability in cycle times will also give us information on the variability of the cost. Therefore, it is necessary to study the variability of the cycle time and the average confidence interval can be a way to do it. Hence, in Table 2.2 it is shown the confidence interval for the mean cycle time in each line (given by the cycle time of the line's bottleneck which is workstation 17).

Table 2.2 Confidence interval for the mean cycle time (in seconds), per line

|  | Line A | Line B | Line C | Line D |
| :--- | :--- | :--- | :--- | :--- |
| Lower bound | 976.21 | 983.62 | 989.86 | 949.11 |
| Upper bound | 992.35 | $1,000.68$ | 996.75 | 955.72 |

We can see that line $D$ has the smallest values and line $B$ and $C$ have the higher ones. With these results, there is a suspicion that there are differences between lines $A$ and $B$, and between lines $C$ and $D$. Differences between lines should be identified and analyzed because they can result from different and not optimized planning, efficiency, demand requirements, etc. Considering the high variability in internal processes and external demand these differences must be monitored on a weekly or monthly basis to support effective and timely action plans from a continuous improvement philosophy.

To analyze these differences and trigger eventual action plans, non-parametric tests were performed since the lines do not follow a normal distribution. To evaluate the differences between lines, the analysis was conducted considering line pairs $A$ and $B, C$ and $D$. Thus, the Mann-Whitney test was performed to assess differences between lines and the hypotheses to take into consideration were:
$H_{0}$ : There are no significant differences between lines in terms of the average execution (cycle) time.
$H_{1}$ : There are significant differences between lines in terms of the average execution (cycle) time.
Table 2.3 presents the $p$-value for the Mann-Whitney test and the mean value for each line pair. According to these results, the hypothesis $H_{0}$ is rejected since the $p$-value is less than the level of significance ( $\alpha=0.05$ ). Therefore, there are significant differences between the cycle time in lines $A$ and $B$.

Where the same conclusion can be drawn for lines $C$ and $D$. According to the mean, lines $B$ and $C$ have higher cycle times than lines $A$ and $D$, respectively. This variation between the small and big lines can influence the product cost and represent opportunities for improvement in process costs. In other words, if computed by line, it is expected that the product cost will be higher in line $B$ than in $A$.

Table 2.3 Results of Mann-Whitney test

| Lines | Mann-Whitney | Mean (seconds) |
| :---: | :---: | :---: |
| A \& B | $<0.001$ | $984.28 \& 992.15$ |
| C \& D | $<0.001$ | $993.3 \& 952.42$ |

After this analysis, it is important to verify if there are outliers. Thus, Figure 3 presents the boxplot to visualize the cycle time variation in each line. With this visualization it is possible to identify outliers and, since there are too many, they contribute to a very high variability. Hence, it is essential to understand why these values are happening to reduce such variability.


Figure 2.3 Boxplot for the cycle time (in seconds), per line.
The mean cycle time is higher for the small lines compared to the big lines. When the demand is lower than the total capacity given by the four lines, the company chooses to produce in the big lines at full capacity, complemented by the small lines. This causes those small lines to produce below their
capacity and also reduces the performance of the small lines and their cycle times are higher than in big lines.

In terms of product cost, if the cycle time has a higher variability, then the variability on cost will be higher. Minimizing the final cost is important to increase the margin and minimizing variability contributes to decreasing cost risk. Outliers are caused by internal and external factors to the process, which should be managed differently, namely in the context of continuous improvement or within the costing system. Then, a new analysis was conducted without the outliers to reduce the variability which can be managed within the costing system. Figure 2.4 presents the cycle time, per line, for workstation 17 without the outliers. In the first analysis, it can be observed that the maximum value has decreased in all lines.


Figure 2.4 Cycle time per line (in seconds), without outliers
The next step of the proposed methodology is to perform the descriptive statistics to identify which metrics change when the outliers are removed. Thereby, Table 4 presents the descriptive statistics, and we can see that most statistics have decreased. Except for the minimum, which remained the same. Besides that, the range decreased considerably, as was expected and, according to the coefficient of variation, the mean is still representative. Moreover, there is more evidence that the cycle time is different in the small and big lines since the means are slightly different.

Table 2.4 Descriptive statistics of cycle time (in seconds) without outliers, per line

|  | Line A | Line B | Line C | Line D |
| :--- | :--- | :--- | :--- | :--- |
| Count | 3070.00 | 3305.00 | 14096.00 | 14286.00 |
| Mean | 917.85 | 948.39 | 940.65 | 896.19 |
| Standard deviation | 129.38 | 191.53 | 121.74 | 96.41 |
| Minimum | 789.00 | 786.00 | 786.00 | 784.00 |
| Q1 | 820.00 | 805.00 | 835.00 | 811.00 |
| Q2 | 869.00 | 854.00 | 923.00 | 873.00 |
| Q3 | 979.75 | 1040.00 | 1015.00 | 956.00 |
| Maximum | 1355.00 | 1513.00 | 1358.00 | 1247.00 |
| Range | 566.00 | 727.00 | 572.00 | 463.00 |
| Coefficient of variation | 14.10 | 20.19 | 12.94 | 10.76 |

Furthermore, the confidence interval for the mean cycle time is presented in Table 2.5, considering the confidence level as $95 \%$. These values also decreased, and the amplitude is, also, smaller. With these results, it is expected that there are differences between the cycle times per line.

Regarding the analysis of the measures without the presence of outliers, the count values are very similar when analyzing the pairs of lines, $A$ and $B$ and $C$ and $D$. There is a greater difference in the means between these two pairs of lines and the respective standard deviation values. The values are lower compared to those obtained with the presence of outliers but more differentiated between lines of the same type. The coefficients of variation are also lower for all lines, but there is a greater difference between them when analyzing pairs of lines, $A$ and $B, C$ and $D$.

Table 2.5 Confidence interval for the mean per line, without outliers

|  | Line A | Line B | Line C | Line D |
| :--- | :---: | :---: | :---: | :---: |
| Lower bound | 913.27 | 941.86 | 938.64 | 894.61 |
| Upper bound | 922.43 | 954.92 | 942.66 | 897.77 |

To verify if there are differences in the cycle times per line, the Mann-Whitney test was performed, and Table 2.6 presents the results achieved. According to the p-value, in the Mann-Whitney test, there are significant differences between lines $A$ and $B$. The same conclusion can be drawn for lines $C$ and $D$. Lines $B$ and $C$ have a higher cycle time when compared with lines $A$ and $D$, respectively. Thus, the conclusions are the same when it was used all the available information. However, it is important to remember that we intend to analyze the variability within product cost, where extreme values can lead to wrong conclusions.

Table 2.6 Mann Whitney results without outliers

| Lines | Mann-Whitney | Mean |
| :--- | :--- | :--- |
| $A \& B$ | $<0.001$ | $917.85 \& 948.39$ |
| C \& D | $<0.001$ | $940.65 \& 896.19$ |

After these analyses, the last step of the proposed methodology is to identify how many values are in each quartile to provide optimist and pessimist estimations for the product cost instead of a deterministic cost. Therefore, Table 2.7 presents the number of observations in each quartile, where the first count is the first $25 \%$ of data, the second for the values of $25 \%$ to $50 \%$ of data and the last one for $50 \%$ to $75 \%$ of data. For example, in line A, there are 795 observations with the cycle time less than or equal to 820 . The product cost for these cycle times will be the lowest when compared with the other quartiles because there is a reduced consumption of the resources. Thus, using these values it is possible to propose a range for product cost and measure cost risk, particularly, using the cycle time achieved in Q1 and Q3, respectively.

Table 2.7 Quartiles and number of observations for each line

| Line | Q1 | Count | Q2 | Count | Q3 | Count |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A | 820 | 795 | 869 | 743 | 979.75 | 764 |
| B | 805 | 838 | 854 | 819 | 1,040 | 823 |
| C | 835 | 3,536 | 923 | 3,527 | 1,015 | 3,515 |
| D | 811 | 3,588 | 873 | 3,572 | 956 | 3,572 |

Taking into consideration the results achieved and presented in Table 2.7, the boxplot (Figure 2.5) was performed to visualize the variability of the data. Thus, there are new outliers, which are included in the variability of the process that is intended to be allocated to product cost. Initial outliers are supposed to be removed or, if not, to be allocated to the product as general costs not specific to the process/line. Identifying the different levels of cost and understanding their behavior is so important as allocating them to products. Costs can be specific to each produced unit, to the batch, the process, general costs of the product or general cost of the company/business. High variability in cycle times can be explained by reasons related to all these different levels.


Figure 2.5 Boxplot for the cycle time per line, without outliers
Thus, for the inclusion of variability in the computation of product costs they will be used the cycle times associated to Q1 and Q3 and the confidence interval for the mean. Both can be calculated or estimated for each workstation or just considering the bottleneck of the line (in this case, workstation 17). The analysis made was to compare production lines thus, it was centered on the bottleneck which defines the production speed of the line. After this high-level approach to optimize production lines, a detailed analysis within each line should be made to analyze and optimize workstations.

### 2.5 Discussion

### 2.5.1 Main assumptions

The cost analysis made in this case is focused on the manufacturing cost and on process variability. Further work can be done to extend it to the other dimensions of variability and the nonmanufacturing costs. Thus, to calculate the cost of the product, these are the key inputs of the cost model, namely:

- Quantities demanded by the client.
- Available time to produce the product in the line: ( $\mathrm{n}^{0}$ of days x shifts per day x minutes per shift x 60).
- Workstations - the stations where the work associated with each process is carried out.
- Number of equipment per workstation and respective investment costs (i.e., depreciation).
- Cycle times per unit produced.
- Tariffs for the different resources used (e.g., area, energy, maintenance).

A general expectation is to have an Overall Equipment Effectiveness (OEE) of 90\%, taking into consideration the possible losses while production. This efficiency of $90 \%$ multiplied by the takt time will lead the real time expected by the production line. The main resources are related to labor, depreciation, maintenance, auxiliary material, energy, area, other internal costs, tooling, etc. Considering the planned quantities and the budgeted costs, a specific tariff for each category of resources can be calculated. Summing all those tariffs, it can be obtained the general tariff for the line. Table 2.8 below shows the general tariff for each line.

Table 2.8 General tariff (in euros) per line

| Line | General tariff |
| :---: | :---: |
| A | 0.1178 |
| B | 0.1243 |
| C | 0.1470 |

Tariffs are different if resources used and/or available capacities are different. Lines $C$ and $D$ use similar resources and offer identical capacity levels. Having the values of the tariffs we can calculate the cost of the product in the different lines. To calculate the cost of the product, one must multiply the general tariff by the cycle time.

According to the statistical analysis performed and presented in the previous section, we can obtain the range for product cost considering process variability in each line. The first quartile of the cycle time is considered as the lower range and the third quartile is considered as the upper range value giving us an interval of expected variation and allowing us to estimate the risk of cost. The lower range helps with budgeting exercises, quotations, and the development of new products because it represents the potential for lower costs of the product. The upper range gives an alert that margins can be compromised if the efficiency of the line is not improved. In this case, a conservative approach was followed taking the values for Q1 and Q3, but these limits could be calculated using the 10th and the 90th percentile.

### 2.5.2 Computation of the costs

Table 2.9 presents the range for product costs considering the values for the first and third quartiles which cover $50 \%$ of the values around the median considering one week of analysis. It is important to note that in line A and line B there are 18 parts that are produced in parallel and in line C and line $D$ there are 36 parts.

Table 2.9 Range of product cost considering Q1 and Q3, per line

|  | Process Time (seconds) |  |  |  | Cost (euros) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Line | Tariff | Lower range | Upper range | Parts in parallel | Lower range | Upper range |
| A | 0.1178 | 820 | 979.75 | 18 | 5.366 | 6.411 |
| B | 0.1243 | 805 | 1040 | 18 | 5.558 | 7.181 |
| C | 0.1470 | 835 | 1015 | 36 | 3.409 | 4.144 |


| D | 0.1470 | 811 | 956 | 36 | 3.311 | 3.903 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

In Table 2.10 the range of the cost can be observed based on the mean value of process time with a confidence interval of $95 \%$. By using this smaller amplitude, cost variability is reduced and results more related to the standard efficiency of the process.

Table 2.10 Range of product cost considering the confidence interval for the mean, per line

|  | Process time <br> (seconds) |  |  |  |  | Cost (euros) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Line | Tariff | Lower <br> range | Upper <br> range | Parts in <br> parallel | Lower <br> range | Upper <br> range |
| A | 0.1178 | 913.22 | 922.43 | 18 | 5.976 | 6.036 |
| B | 0.1243 | 941.86 | 954.92 | 18 | 6.504 | 6.594 |
| C | 0.1470 | 938.64 | 942.66 | 36 | 3.832 | 3.849 |
| D | 0.1470 | 894.61 | 897.77 | 36 | 3.652 | 3.665 |

It can be observed that the tariff for each line is different because the number of equipment is different except for big lines ( $C$ and $D$ ). In line $B$ there is more equipment than in line $A$, but planned quantities are almost the same. Thus, the amortization cost per product unit in line $B$ increases. Hence, the parts produced in line $B$ are costlier. Line $C$ and $D$ are a replication of each other, so they have similar tariffs. The amount invested in equipment in big lines is bigger than in small lines but at the same time, the quantities produced in these lines are way higher. Therefore, the product produced in the big lines has a smaller cost although having more equipment in each workstation. The cycle time of the assembly line decreases with the increase in the amount of equipment in the workstations.

The methodology purposed here is related to some work done in the recent past. For example, (Zanjani et al., 2013) developed a stochastic model using the mean values of the uncertain parameters for the probability distribution. The developed model was applied in the milling industry with the purpose of supporting the production planning. Also, (Sobu \& Wu, 2012) developed stochastic scenarios by using observed mean-values and standard deviation from data, and then based on these stochastic scenario data, stochastic operation cost optimization models for minimizing operation cost were formulated. These models were used to measure uncertainty in power generation and renewable energy.

By using this methodology firstly, it is easy to understand how the assembly line is performing. It can be identified that how many parts are produced falls under the standard cycle time allocated for the production. With a stochastic approach, the range of the cost is available which can help the manager to make decisions about the planning of the production as this approach can facilitate the understating about the real-time cost of the product along with the allocation of production quantities for each assembly line. It is important to note that even though the assembly lines are replicated to each other, there may be some variability in them. Line $C$ and $D$ although being exactly like each other have a significant difference between them.

### 2.5.3 Cost analysis per line and product

For a better understanding of the variation in the data and analysis of their unpredictability, the mean values of cycle times corresponding to 12 weeks of three consecutive months were extracted and analyzed. Each of these weeks corresponds equally to a period of seven days.

For each of the lines, a confidence interval for the mean of $95 \%$ was calculated, as well as the first and third quartiles. To better understand the variation in the final costs per line, these were calculated according to the values presented in Table 8, that is, multiplying the cycle times obtained by the respective tariff.

Thus, the cost variation intervals were found when considering the confidence interval for the mean and the interquartile range. The values are shown in Figure 2.6.


Figure 2.6 Stochastic cost analysis, per line. Values in euros for each of the 12 weeks
Starting with lines A and B, we see that costs vary over time, above or below what had been planned. Lines $C$ and $D$ tend to present their mean costs lower than planned. The upper limits (i.e., the 3rd quartile values) for the Small Lines are almost twice as high as for the Big Lines. In the Big Lines, values vary between 3.3 and 4.7 euros, while in the Small Lines they can reach maximum values around 9.4 euros.

Furthermore, in most cases, the planned and expected cost value is above the value of Q 3 , that is, the planning presupposed obtaining a higher cost than the reality. This is not necessarily positive because could represent excessive pressure in the product development and quotation stages.

Considering all lines combined, the cost of the product did not exceed the planned cost, globally. The risk of higher costs given by the values related to the third quartile is not significant and it is higher in the last weeks. Nevertheless, the average cost has been increasing consistently in alternating weeks of increases and decreases in cost, as we can see in Figure 2.7.


Figure 2.7 Stochastic product cost analysis. Values in euros for each of the 12 weeks
The Wilcoxon sign rank test was used for the validation and analysis of the proposed methodology and the computed costs. The test was used to assess whether the calculated values of costs present significant variations over the weeks in relation to the planned/standard cost.

Table 2.11 Results of the test for the comparison of planned and real costs

| Line | p-value | Difference between real <br> and planned cost |
| :---: | :---: | :---: |
| A | 0.167 | $3.9 \%$ |
| B | 0.129 | $-3.7 \%$ |
| C | $<0.001$ | $-10.0 \%$ |
| D | $<0.001$ | $-15.4 \%$ |
| All lines | $<0.001$ | $-10.1 \%$ |

As we can see from the results obtained, Lines A and B present p- values of 0.167 and 0.130 , respectively. We are led to conclude that these do not present significant differences between the planned value and the observed values. It means a greater tendency for the cost values, actual and planned, to come closer together. If we notice, in absolute terms, the median values of the observed costs present a variation of around $4 \%$ compared to the planned values.

As regards Lines $C$ and $D$, the test values obtained $p$-values are $<0.001$. In other words, there are significant differences between the values planned and those obtained. In real terms, this means that these lines are more sensitive to having cost values significantly different from the planned ones due to different levels of productivity, planning efficiency and process variability. The median values are indeed different, with the actual values being $10 \%$ and $15 \%$ lower than planned.

The results obtained are consistent with the company's situation that allowed the product cost to be lower than planned. Namely because big lines work very efficiently and much below the target cycle time. The majority of production is done in big lines (around 15000 parts per week compared to 3000 parts per week in small lines). Also, the amount of equipment is more in big lines, so more parts are produced in parallel. Thus, the cost of the product tends to be much lower than the standard cost decided by the finance department.

In general, the Wilcoxon test shows that the average real costs, considering all lines, tend to be lower than the planned ones. On the other hand, this difference is significant for big Lines (Lines C and D). Small Lines (Lines A and B) do not present significant differences between planned and observed values. However, given the influence of the big Lines on total production, performing the same test and under the same conditions, we observe that there are significant differences between planned product costs and actual observed costs. In this case, we obtained a test value of $<0.001$ with actual median values $10 \%$ lower than planned, considering all production lines.

We are led to infer that big Lines considerably influence the variation of the final cost of the product and that the explanation for real costs lower than planned lies in the operating conditions of these lines. The Wilcoxon test allows us to deduce that the median values, in total, are very different (47341.423 and 42580.857, comparing planned and observed, respectively), and that the actual average values are about $10 \%$ lower than the planned value.

As we can see, the Wilcoxon test reinforces the scientific validity of the significance of the cost variation, if any, and furthermore shows us that the proposed methodology is able to present and describe that same variation and its effects on the product cost.

In this analysis, the workstation that represents the bottleneck, per line, was considered for the computation of the cycle time, allowing a view of the minimum time required to produce an article in the production line. Further work can be developed to support a much more detailed analysis considering all the stations that compose the line and, consequently, of the respective specific costs associated with
each workstation. With the methodology adopted here, it will be interesting to notice the variation, along the same lines, of the different costs by workstation and by line and its consequent variations over time. Moreover, an intensive outliers' analysis must be performed since it increases the variability in the process, and it is important to understand these occurrences to reduce them.

By following this methodology, it is possible to know the real-time cost of the product which can facilitate controlling the cost of the product in a timely manner. The manager can decide better the allocation of quantities to each line as each line can provide different margins of profit based on the quantities produced and variability of process time in each assembly line. Investment in new equipment can also be verified by this approach, whether it will be profitable or not. Thus, investment appraisal exercises will also benefit from the use of a stochastic approach in product cost calculations.

### 2.6 Final remarks

The proposed methodology was applied in a real context and the main remarks to take into consideration is that the presence of outliers can lead to wrong misperceptions. That is, in Table 2.1 it was not clear that there are differences between the lines $A$ and $B$, considering the mean values. Thereby, when the outliers were removed, that is more perceptible (Table 2.4) and, in terms of variability, the range was halved. Note that the removal of the outliers was done for those caused by external factors. Despite the hypothesis test having the same conclusions with (Table 2.2) and without outliers (Table 2.5), the range between the lower and upper bound also decreased considerably. This means that part of the variability was removed.

The lines use different resources and also have different capacity levels. Small line $B$ has the highest costs and, incidentally, the highest fare. The big lines, $C$ and $D$, have very similar costs and, by the way, the same fare. Furthermore, it is also expected that costs have their own variability, which is not studied here. The combination of cycle times variability, costs variability and demand or planning variability will turn the model too complex. But all these variabilities should be taken into consideration.

Statistics, namely the study of averages and respective variations in values by lines, allows us to have a broad view of production time and, consequently, respective costs. It is possible to verify that, depending on the type of line, these values differ, allowing inferences about different trends and variation intervals for the average cycle times and cost.

With the presentation of the confidence intervals for the mean, it is possible to obtain a notion of the expected variation, in terms of production times, helping to forecast costs. Comparing actual and
planned results, we confirm the existence of cost variability, which in some cases may be above and in others below the expected value. In other words, the clarity of the uncertainty in cost forecasting is expressed. With a confidence interval of $95 \%$, it is possible to predict that big lines have a greater tendency to lower-than-expected mean cost values, compared to small lines.

The study presented also allowed us to conclude on the importance of studying outlier elements, and when these are extracted, we are led to a clearer analysis, closer to what we may consider common (without major variations and differences in values). In other words, it became easier to see that the nonconsideration of aberrant elements helps in predicting results within something that can be considered as expected.

With the approach presented here, an important contribution is made to estimate something that is uncertain and that can vary greatly over time. Even though the cycle time considered only referring to the bottleneck station, the results show the existence of divergences in costs in the two types of lines.

Despite the results obtained, it should be noted that the cycle time considered was related only to the bottleneck station. In other words, although other workstations are operating simultaneously, the specific production time of those workstations was not considered. For further work, it may be considered the times of all workstations that make up the line and understand how this influences the final cost. In addition, it will be important to extend the study to the relationship between cycle times, if any can be found. It opens doors to the analysis of the average cycle times and respective variations of each workstation in each of the lines, to estimate and predict the respective costs with high confidence.

In addition, outliers can be analyzed carefully to understand which and what types of lines are more sensitive to large variations in time cycles. That is, if lines with differing cycle times lead to different costs and/or large cost variations.

The main obstacles and difficulties faced in the implementation of this methodology were related to the access and integration of financial and production information. This process takes some time as data must be extensively collected and various tests must be performed on it. The presentation and visualization of the results in an automated and simplified manner must also be improved, which will contribute to the routinization and institutionalization of the entire process. Business intelligence and analytics tools are particularly useful in this context. Company managers are experienced with such tools (e.g., Tableau software) but there is still needed a better integration among databases, reporting models, routines, and procedures.

## Chapter 3

3. A Stochastic costing model based on TDABC for manufacturing environments

### 3.1 Introduction

Most manufacturing companies compete in global markets, in which competitors are offering similar products with almost the same quality and price. Due to these reasons the focus then turns towards the cost of the product. To survive in the market, it is mandatory to provide a competitive price of the product, which in turn asks for the use of accurate costing systems (Barth et al., 2008). Costing systems help to control the cost of the product and provide accurate information to managers (Cooper \& Kaplan, 1988). There can be severe effects if the costing is not done well, namely, the company might lose money if the selling price of the product is underpriced or might not achieve proper sales target if the product is overpriced. Therefore, it is important to have a proper costing system and good control over the cost (Pember \& Lemon, 2015).

Traditionally, cost drivers have been based on volume measures, such as quantities of product, labor time spent in production, etc., which, nowadays, do not correctly reflect the consumption of resources in manufacturing companies. So, in the 1980s, Kaplan and Cooper proposed a new methodology named activity-based costing (ABC) which links resources to the activities needed to produce products and services and other relevant cost objects. Its goal is to accurately allocate overhead costs using the best cost drivers of the process. The allocation of the cost of the product is based on the related activities and it contributes to solve the problem of increasing indirect costs and its influence on the product cost structure. ABC models can support a more accurate costing of the relevant cost objects (e.g., products, job orders, clients, processes) leveraging the profitability of the company (Kaplan \& Anderson, 2007).

The successful implementations showed that ABC models had a clear impact on the performance of the company (Banker et al., 2008). However, many companies faced some difficulties in the implementation and use of these models and eventually abandoned their ABC projects (Gosselin, 1997). As the collection of the information can be very time consuming, the implementation becomes costly. Furthermore, ABC ignores the potential of unused capacity. To overcome these drawbacks, Kaplan and Andersen developed a new methodology which was termed as time-driven activity-based costing (TDABC) (Kaplan \& Anderson, 2007).

TDABC focuses on two main factors, cost, and time, and it also measures the available capacity of the resources and considers how it can be included in the cost of the product. With the use of TDABC it is possible to identify the resources used, their costs and the effective used capacity of the different
resources and this allows to calculate the cost per unit more accurately (Hoozée et al., 2012). For each resource, the cost is allocated using two sets of estimation 1) Capacity cost rate and 2) Process time. The cost of all the resources used, divided by the time available to perform the task gives the capacity cost rate. The process time reflects the time needed for each cost object (Hoozée \& Hansen, 2018). With the increasing complexity in production process, TDABC can help by representing complex processes using time equations (Gervais et al., 2010). All the time required for sub-activities affecting the costs are incorporated by the time equations in TDABC which helps to reduce the complexity that is typically not well approached in ABC models (Zamrud et al., 2020).

The costing of the product in practice (methods and tools used by companies) and the concepts that support such practice can be improved. In particular, the costing models based on activities, which inherently follow a deterministic approach can be extended to include the risk and uncertainty related to the production and its main cost objects (i.e., products, activities, processes).

Uncertainty occurs in the costing because of the insufficient information or knowledge which affects the predictions as they will differ from the reality (Oberkampf et al., 1999). To deal with uncertainty, fuzzy logic can be included in the cost model providing more accurate results when compared to the standard models (Esmalifalak et al., 2015). Particularly, a stochastic approach can be used as an extension of TDABC models which can accommodate variability that prevails during the production process (Afonso et al., 2021). Stochastic models can be built using the probability distribution of possible results by allowing random variables in one or more inputs over time. The random variables are based on the uncertainty and variability found in the historical data (loannou et al., 2017).

Afonso et al., 2018 compared ABC, TDABC and the Production Effort Unit (UEP) method (developed and used in Brazil but based on the GP concept proposed by the French engineer Georges Perrin in the 1940s), in order to use them to manage the unused capacity properly. To facilitate the comparative analysis, an equivalence was made among the operational workstations (in UEP), activities as defined in the ABC and resources as considered in TDABC. The results of TDABC differ significantly when compared to the other two costing methods. To a large extent, this difference is explained by the way as each method deal with idleness. While in TDABC only the capacity cost effectively used is allocated to products, in the UEP and ABC methods this does not occur. Under ABC and the UEP method, the monthly expenses are fully allocated to the production of the period (measured in UEP), according to the concept of full absorption cost, regardless of whether or not the production potential of the company is used. In TDABC, the production cost is based on the number of minutes actually consumed by the
capacity used, which tends to be smaller than the installed practical capacity, which entails factory idleness.

In France, the GP method gradually evolved and changed the focus on production costs to include other relevant costs of the products sold, namely, selling and customer-related costs, and in 1995, changed its name to UVA (Unité de Valeur Ajoutée). The UVA method asks for less human and IT resources than ABC (Levant \& de La Villarmois, 2011).

For Gervais et al. (2010), the UVA method as other equivalent unit methods, face a number of challenges, namely, consistency and reliability. But, it should be noted that these technical issues are neither specific to the UVA method, nor to the TDABC; indeed, they arise regardless of the costing method used. For example, the measurement of unused capacity can be made using standards, as in the standard costing method. Both, UVA and TDABC may be considered advanced equivalence methods (Levant \& Zimnovitch, 2013). But the focus on capacity costs may led to restore hourly burden rates, turn the methods simple instead of advanced.

Due to the existence of variability, product costing should be approached stochastically. Thus, in this chapter, a stochastic TDABC is proposed to extend the model proposed by Kaplan and Anderson. It was extended, namely, to take into consideration the variability in the computation of the cost of the activities. This stochastic cost model is supported on a set of time equations structured around a cost hierarchy that highlights and differentiates the workstation specific cost, cost induced by the line bottleneck, planned unused capacity cost and unplanned unused capacity cost.

This cost model is an effective tool for companies to gain a better understanding of their production costs and profitability. By dividing the cost into optimistic and pessimistic costs, companies can identify which products and production lines are more profitable and which ones are driving costs. The breakdown of costs by products and production lines provides a transparent and accessible view of the cost structure, allowing for better decision making. The model also allows companies to simulate the impact of changes on costs, enabling them to determine the most effective approach. This approach helps to optimize the manufacturing process by identifying areas for improvement and increasing efficiency. The production manager can gain valuable insights into each manufacturing process, which can help to identify areas for improvement and reduce costs.

The model developed has been applied in a first-tier supplier of the automotive industry which produces products like driver control systems, sensor systems and control units for cars and other
vehicles. The company also develops and produces innovative solutions for electric and hybrid vehicles. There are multiple assembly lines capable of producing multiple types of products from the same product family. Specifically, the studied product can be produced in four different assembly lines. Each assembly line consists of four similar workstations, characterized by a huge variability among them. Due to the existence of such variability, the cost of the product can change considerably. The proposed model facilitates the understanding of the stochastic range of the cost, along with that it will also be possible to compare the cost of the product across different assembly lines which can facilitate to take managerial decisions such as which assembly line is more profitable, or to decide about the production quantity by production line in order to optimize the cost of the product. Using this model, it is possible to calculate the value-added cost and non-value-added cost by operation, and machine.

The remainder of the chapter is organized as follows, a literature review on activity-based cost models is presented, particularly, TDABC and stochastic cost models. The literature review is followed by the model development section where the novel stochastic model is presented. The application of the model to a real situation showcases the stochastic range of product costs and a comparison of the cost was made when it is produced in different assembly lines over a period. Also, the cost of different products from the same product family that are produced in the same assembly line, was computed, and compared. The last section highlights the conclusions and opportunities for further research.

### 3.2 Literature review

### 3.2.1 Activity-based cost models

In the last few decades, ABC models have offered a solution for allocating more accurately indirect costs using adequate cost drivers that reflect the consumption of resources by activities and of those by cost objects (Barth et al., 2008). Activity-based costing links resources to the activities needed to produce the relevant cost objects (e.g., products). There are two main stages in activity-based costing, in the first one the resources are allocated to activities by resource drivers, and in the second stage, the cost of each activity is allocated to the cost objects by activity drivers. The goal of activity-based costing is to allocate more accurately overhead costs using the best cost drivers of the process. It has been assumed that the resources are consumed by the activities which are needed to produce the product (Kaplan \& Anderson, 2007). The allocation of the cost to the product by means of allocation bases related to activities results in more accurate costs of the cost objects (Cooper \& Kaplan, 1988)). ABC was developed to solve the
problem of the increasing indirect costs of the product and its influence on the product cost structure which are derived from the process of industrialization and automation.

Nevertheless, there are some drawbacks of implementing ABC models namely because it can be very time-consuming resulting in costly to implement and use. Also, it does not contribute to understand and optimize the cost of unused capacity (Gilbert, 2007). Hence, a lot of companies avoided implementing or dropped using ABC models. To resolve these problems, Kaplan and Anderson proposed the TDABC approach. It considers time as the main driver of capacity and cost measure, helping to understand how much capacity is required for each product along with the capacity cost rate to allocate resource costs to the products and other relevant cost objects (e.g., clients) (Pember \& Lemon, 2015). TDABC uses time to drive the cost directly from the resources to the cost objects, moving over from allocating departmental resources to the multiple activities that the department performs. For each department or pool of resources, the cost of resources is directly assigned to cost objects using two sets of estimates: the cost per unit of time and the process time which can be calculated using time equations (Hoozée, 2013). The cost based on time is calculated by dividing the cost of all the resources by the available time or practical capacity of the resources to perform the operation (Hoozée \& Hansen, 2018). Because time drivers can reflect conditions of efficiency or standard costs, in TDABC it is not needed to perform regular surveys to know the work time of the different activities which makes the maintenance of TDABC approach easier (Gervais et al., 2010).

In this context, some extended activity-based cost models have been proposed by several authors. Namely, Feature Based Cost Management (Filomena et al., 2011), Efficiency Based Absorption Costing (Benjamin et al., 2009), Fuzzy Activity-Based Costing (Chansaad et al., 2012; Nachtmann \& Needy, 2003), Fuzzy Performance Focused Activity based Costing (PFABC) (Sarokolaei et al., 2013), ActivityBased Life-Cycle Costing (Durán et al., 2020).

Feature Based Cost Management (Filomena et al., 2011) proposes a feature-based approach to cost management that aims to improve cost estimation accuracy and better align costs with the features or functionalities of a product. The approach involves identifying the cost drivers of each feature, analyzing their impact on overall costs, and allocating costs accordingly. The paper presents a case study demonstrating the effectiveness of the proposed approach. Efficiency Based Absorption Costing (Benjamin et al., 2009) proposes a modification to the traditional absorption costing method, called Efficiency-Based Absorption Costing (EBAC). EBAC aims to address the limitations of traditional costing methods by incorporating efficiency measures into the cost allocation process. The paper presents a case
study comparing EBAC with traditional absorption costing and demonstrates its effectiveness in improving the accuracy of cost allocation.

Fuzzy Performance Focused Activity-based Costing (PFABC) (Sarokolaei et al., 2013) is an extension of Fuzzy Activity-Based Costing that incorporates performance measurement into the cost allocation process. The approach involves identifying the performance metrics that are relevant to each activity and using them to adjust the cost allocations. The paper presents a case study demonstrating the effectiveness of PFABC in improving the accuracy of cost estimation. Activity-Based Life-Cycle Costing (Durán et al., 2020) Activity-Based Life-Cycle Costing (AB-LCC) is an approach that combines ActivityBased Costing with Life-Cycle Costing to provide a more comprehensive view of costs over a product's life cycle. The approach involves identifying the activities that drive costs at each stage of the product's life cycle and allocating costs accordingly. The paper presents a case study demonstrating the effectiveness of AB -LCC in providing more accurate cost estimates and supporting decision-making.

The extended TDABC model has been applied in several manufacturing contexts, including in the automotive industry, where it has been used to determine the costs associated with various manufacturing processes such as stamping, welding, and assembly. Other manufacturing industries where the extended TDABC model has been applied include the aerospace industry, where it has been used to analyze the costs associated with aircraft assembly processes. Khademian et al., (2018) extended TDABC model in a manufacturing context. The study analyzed the costs associated with the production of a wind turbine generator in Iran. The results of the study showed that the extended TDABC model provided a more accurate and reliable estimation of the manufacturing costs compared to traditional costing methods. The study also identified several areas where cost reductions could be made by optimizing manufacturing processes.

Ganorkar et al. (2019) implemented a TDABC using the Maynard operation sequence technique (MOST) to improve productivity and profitability in manufacturing. The proposed approach was suitable for fast implementation and for validating the existing costing system. It also helped to identify the opportunities for productivity and profitability improvement. Furthermore, the analysis supported on the TDABC model allowed to identify the bottleneck and using the MOST analysis time required is less than the actual time required.

Vedernikova et al. (2020) made an analysis by implementing the TDABC model to the assembly industry and compared the cost of the product with the traditional costing system. It was found that the
cost was lower in the TDABC model, and it was found that not all resources were working at the maximum efficiency. The authors also highlighted the use of TDABC to understand the production process in detail which can facilitate process optimization, cost reduction, and the planning of the master budget.

But there are also some problems that arise relating to the use of TDABC. For instance, documenting the flow can be a time-consuming process and uncomfortable for the staff (Park et al., 2019). Furthermore, there are problems in terms of measurement of the error, it relies on homogeneous and repetitive activities, TDABC can also be biased by the information. Also, the time equation can be hard to design due to the complexity of the process, it asks for structured information systems to supply the cost model and it also might imply the need for constant review. There is also a high probability that error occurs mainly in measuring the time as there are large volumes of data that are needed to estimate time equations. TDABC demands structured information systems and robust databases. Large companies have powerful Enterprise Resource Planning (ERP) systems, and the data is updated periodically. Nevertheless, in small and medium-sized companies, the process of data recording and analysis is much more complicated and time consuming. Vedernikova et al., (2020) suggest that TDABC has some drawbacks in the analysis of strategic and support processes due to irregularity and low standardization. It also confirms the need of the ERP system to implement TDABC so more detailed and accurate information can be obtained.

Thus, measurement of errors, subjectivity and dependence on an assumed homogeneity are the most cited problems related to the use of TDABC (Sobu \& Wu, 2012). They still reflect issues and problems which were found previously in the ABC model. For example, it is understood that both ABC and TDABC must be extended and improved to deal with the complexity that comes along with production and business processes, particularly, the uncertainty and variability that prevails during production which can have a great impact on the cost of the product.

### 3.2.2 Stochastic cost models

According to Anderson et al. (1985), a stochastic model is a group of random variables structured in a particular mathematical set and linked to set members. By incorporating the random variable into one or more inputs throughout time, it can be utilized to calculate the probability distribution of the potential outcomes. The variability in the historical data for a certain period of analysis utilizing time series methods serves as the foundation for the random variables. The distribution curve's most likely estimate is the mode of the curve, commonly known as the probability density function(loannou et al., 2017).

By providing a more complete information about the production process, the uncertainty in the estimation of the cost can be reduced. Several reasons like variation in the cycle time of the production resources, variability in the demand of the product, production planning and scheduling, and other unexpected and unpredictable events previals the uncertainty and variability in production costs. Also the missing information, errors in the measurement, complexity of the information, etc. Contribute for the variability in the cost of the product (Zimmermann, 2000). In order to estimate product costs under variability and uncertainty, a sensitivity analysis can be performed. Probabilistic methods can provide more accurate and reliable information, but they require a significant amount of data and sophisticated statisitcs than sensitvity analysis (Datta \& Roy, 2010).

A stochastic approach enables to set up a projection model which can further help to analyze product costs in the assembly line along with all the activities and processes used to get each specific product. Presenting costs in the form of distributions can showcase the possible range of product costs from a reasonable set of constraints and assumptioms. Ioannou et al., (2020) performed a Monte Carlo simulation to get the probability distributions which allow the estimation of the probabilities of exceeding a set of thresholds and determining a confidence interval. It was also stressed on the importance of the statistical modelling of the stochastic variables so it can contribute to reduce variability and uncertainty. It can also facilitate a better decision-making process.

Kottas \& Lau, (1981) presented a heuristic procedure to design the production lines with stochastic task times. The explicit target was to reduce labor costs and incompletion cost, for that the first stage of the procedure uses a probabilistic procedure to create assembly line designs. The second procedure was used to evaluate operation costs generated line design and to identify which is more economical. Tests with a computerized procedure using randomly generated test problem showcased that the procedure could produce very good designs of line with modest time. Sarin \& Erel, (1990) developed a cost model for the single-model stochastic assembly line to solve the problem of reducing labor costs in each workstation of the assembly line along with the costs which arises from the activities not finished within the prescribed cycle time. It is demonstrated in a dynamic programming procedure which is implemented using a bounding strategy to curtail storage and computational requirements. The solutions obtained were compared with those obtained using the procedure of Kottas \& Lau, (1981).

Wang et al., (2020) developed a stochastic model for additive manufacturing processes. The model used a normal distribution to represent the variability in labor productivity and a lognormal distribution to represent the variability in material costs. The results showed that the stochastic model
provided more accurate cost estimates compared to a deterministic model. Tayyab et al., (2020) developed a model to estimate the cost of electricity in sustainable manufacturing. The model used a lognormal distribution to represent the variability in the cost of electricity. The results showed that the stochastic model provided a more realistic estimate of the cost of electricity and its variability compared to a deterministic model.

The cost model presented by (Vrat \& Virani, 1976) for balancing the stochastic assembly line in which the incompletion tasks are handled based on modular assembly concept, is similar to the approach proposed by Kottas and Lau in 1973, and it incorporates the activity time being greater than the cycle time which brings the structural variation in the cost of the product. The assembly line was simulated by using the model proposed to estimate process-storage capacity for the physical layout and design of the assembly line.

Furthermore, Jha (1992) developed a mathematical model for stochastic cost optimization. Jha mentions that to get an exact solution, a two-stage stochastic geometric program needs to be solved which needs a significant computational effort and it is tedious to perform. But managers are concerned about making the decision as it can be based on the probable lower and upper limit of the stochastic cost function. It also facilitates estimating the probable cost range and calculating the exact expected cost. The probability level on the lower bound of cost can was calculated using the theory of error propagation. To find the precise cost under real-world constraints, a decomposition algorithm was used.

Anderson \& Merwe, (2021) observed stochastic variation in additive manufacturing and proposed a method of TDABC integrated with digital to optimize the use of capacity and time available for production. In the case of stochastic variation, the time can be allocated to each and every element with a certain confidence level. The model proposed by (Anderson \& Merwe, 2021)uses a digit twin, based on the statistical data available and stochastic variation, to predict the time required for each process element.

Stochastic cost models assume that manufacturing costs follow a normal distribution. However, recent research has shown that this assumption may not be accurate in all cases. An extension of the Stochastic model is the Bayesian methods which is used to estimate the parameters of the cost distribution. Bayesian methods allow for the incorporation of prior knowledge about the distribution of costs, which can improve the accuracy of the model. Bayesian stochastic cost modeling methods have
been applied to a variety of manufacturing contexts, including semiconductor manufacturing, aerospace manufacturing, and pharmaceutical manufacturing (Lee \& Chen, 2012).

### 3.3 Model development

In the manufacturing process, there are a variety of products which require multiple operations to transform them from raw material to the final product. So, it is important to calculate the time and cost required for these operations which can be done using the TDABC model and time equations. Time equations are an important building block of TDABC (Hoozée \& Bruggeman, 2010), resulting in a powerful tool for both operational and strategic management decision making. Particularly, in organizations characterized by complex production and business processes and those operating in very dynamic, competitive, and uncertain markets.

Using time equations, complex activities and processes can be easily modelled, making the costing process much easier, accurate and cheaper. The simplicity of the model results from the fact that it needs only two parameters which are the capacity cost rate and the cost of used capacity performed during the manufacturing of the product (Kaplan \& Anderson, 2007). Generically, the time consumed by the event E in the activity A can be expressed as a function of the different characteristics called time drivers (Bruggeman et al., 2005), as presented through Equation 2.

$$
\begin{equation*}
\mathrm{T}_{\mathrm{EA}}=\beta_{0}+\beta_{1} * \mathrm{X}_{1}+\beta_{2} * \mathrm{X}_{2}+\beta_{3} * \mathrm{X}_{3}+\ldots+\beta_{\mathrm{p}} * \mathrm{X}_{\mathrm{p}} \tag{1}
\end{equation*}
$$

$\mathrm{T}_{\mathrm{EA}}$ - Time required for executing the event E in terms of activity A
$\beta_{0}$ - Constant amount of time for activity A
$\beta_{1}$ - Time required per unit of time driver 1
$\beta_{\mathrm{o}}$ - Time required per unit of time driver p
$X_{1}$ - Time driver 1
$X_{p}$ - Time driver p
p-Number of drivers related to the activity A

Furthermore, the cost of used and unused capacity is based on the capacity cost rate and used/unused capacity.

Capacity Cost Rate $=$ Cost of capacity supplied / Practical capacity of resources supplied
Unused Capacity $=$ Practical capacity - Time spent in production
Cost of Unused Capacity $=$ Unused Capacity $\times$ Capacity cost rate
In a production system, the activities can be represented by the work done by the workstations which have a specific capacity and capacity cost rate. Time equations can be designed for each workstation considering both the cycle time of the workstation and the cycle time of the line given by the bottleneck. Each workstation will have its capacity cost rate considering specific costs (e.g., depreciation, direct labor costs, specific maintenance costs, energy consumed) and allocated indirect and general costs. In one specific production line, all workstations will have the same practical capacity given by the available or planned production time measured typically in available production minutes or seconds in manufacturing companies.

Multiplying the different elements of the time equation by the capacity cost rate we have what we can call a "cost equation" (Afonso \& Santana, 2016). Using dummy variables, cost equation can give information on the cost per workstation considering both the workstation's specific cycle time and the bottleneck.

For a specific product what matters is the cycle time of the production line given by the bottleneck workstation which defines the speed that products can be produced and how possible is to fulfil the takt time. But each product will use the workstations differently and the analysis of the cost per workstation is also important to identify the opportunity and impact of improvements if there are alternatives to the existing equipment, if different technologies can be used, etc.

In such a model, the impact on the costs of changes in the bottleneck can be calculated and the costs more directly related to each workstation can be distinguished. This understanding of the different layers of the conversion cost (i.e., workstation specific, line specific, general costs) and (planned and unplanned) unused capacity costs, is important to support continuous improvement and the optimization of the processes. The optimization of the production line will impact on the bottleneck and the optimization of the operations will impact on the different times of each workstation: cycle time, balancing of the line and idle capacity. The analysis can be from the product's perspective but also from the workstation or subprocess perspective if costs are computed for several products and other relevant cost objects.

Thus, a general formula for both time and cost were developed that considers the cycle time cost by workstation, the bottleneck of the production line, the planned and real units produced, and the respective cost rates.

$$
\begin{equation*}
\mathbf{T}_{\mathbf{i}, \mathbf{p}}=\beta_{i} \times \mathrm{X}_{i, 1}+\left(\beta_{b}-\beta_{i}\right) \times \mathrm{X}_{i, 2}+\left(\beta_{L}-\beta_{b}\right) \times \mathrm{X}_{i, 3}+\left(\frac{\mathrm{Q}_{2}-\mathrm{Q}_{1}}{\mathrm{Q}_{1}}\right) \times \beta_{L} \times \mathrm{X}_{i, 4}+\varepsilon_{i} \tag{2}
\end{equation*}
$$

$\beta_{i} \times X_{i, 1}$ : Workstation cycle time
$\left(\beta_{b}-\beta_{i}\right) \times X_{i, 2}$ : Bottleneck time
$\left(\beta_{L}-\beta_{b}\right) \times \mathrm{X}_{i, 3}$ :Unused planned time (flexibility)
$\left(\frac{\mathrm{Q}_{2}-\mathrm{Q}_{1}}{\mathrm{Q}_{1}}\right) \times \beta_{L} \times \mathrm{X}_{i, 4}$ : Unused unplanned time

$$
\begin{gather*}
\mathbf{C}_{\mathrm{p}}=\sum_{i}^{n} \beta_{i} \times \mathrm{X}_{i, 1} \times \delta_{i}+\sum_{i}^{n}\left(\beta_{b}-\beta_{i}\right) \times \mathrm{X}_{i, 2} \times \delta_{i}+\sum_{i}^{n}\left(\beta_{L}-\beta_{b}\right) \times \mathrm{X}_{i, 3} \times \\
\delta_{i}+\sum_{i}^{n}\left(\frac{\mathrm{Q}_{2}-\mathrm{Q}_{1}}{\mathrm{Q}_{1}}\right) \times \beta_{L} \times \mathrm{X}_{i, 4} \times \delta_{i}+\varepsilon_{p} \tag{3}
\end{gather*}
$$

$\sum_{i}^{n} \beta_{i} \times \mathrm{X}_{i, 1} \times \delta_{i}:$ Workstation specific cost
$\sum_{i}^{n}\left(\beta_{b}-\beta_{i}\right) \times X_{i, 2} \times \delta_{i}:$ Production cost
$\sum_{i}^{n}\left(\beta_{L}-\beta_{b}\right) \times X_{i, 3} \times \delta_{i}:$ Unused planned cost
$\sum_{i}^{n}\left(\frac{\mathrm{Q}_{2}-\mathrm{Q}_{1}}{\mathrm{Q}_{1}}\right) \times \beta_{L} \times \mathrm{X}_{i, 4} \times \delta_{i}:$ Unused unplanned cost
$\mathrm{T}_{\mathrm{i} p}-$ product p production time per unit or total units (respectively, $\mathrm{X}=1$ or $\mathrm{X}=$ units produced) at workstation i
$\mathrm{C}_{\mathrm{p}}$ - product p cost per unit or total units (respectively, $\mathrm{X}=1$ or $\mathrm{X}=$ units produced)
$\delta_{\mathrm{i}}$ - cost rate of the workstation i
$X_{i j}-1$ or 0 if time/cost component $j$ is to be included or not, respectively
$X_{i 1}-$ related to the workstation
$\mathrm{X}_{\mathrm{i} 2}$ - related to the production line
$X_{i s}$ - related to the planned flexibility/unused capacity of the production line
$X^{\text {:4 }}$ - related to the unplanned unused capacity
$\beta_{1}$ - average cycle time of the workstation I
$\beta_{\iota}$ - takt time
$\beta_{b}$ - bottleneck time of the production line
$\left(\beta_{0}-\beta_{1}\right)$ - difference between the bottleneck time and the cycle time of the workstation
$\left(\beta_{\llcorner }-\beta_{b}\right)$ - difference between the takt time and the bottleneck time of the production line
$\mathrm{Q}_{1}$ - real quantities
$\mathrm{Q}_{2}$ - planned quantities
$\varepsilon_{i}-$ residual and error measurement time
$\varepsilon_{\mathrm{p}}-$ residual and error measurement cost

Equation 3 presents the novel equation the time is bifurcated based on the cycle time of the workstation, bottleneck of the assembly line, planned unused capacity and unplanned unused capacity time. To calculate the cost for each of the components, the respective cost rate has to be multiplied by each component. Equation 4 sums up all the costs of the available workstations in the assembly line. The four components of the time and cost equations are important elements of this model and are described in detail below.

## Workstation specific costs

This component basically represents the cycle time of each workstation. When this cycle time is further multiplied by the workstation cost rate it results in workstation specific costs.

## Production line costs

In all the assembly lines there is always a bottleneck, so this component represents the cost incurred by the time other resources are waiting due to the bottleneck. This component calculates the cost as the difference between the bottleneck and the cycle time of the workstation which is then multiplied by the cost rates. Also, when the bottleneck workstation is considered this cost component will be 0 .

## Flexibility or unused planned capacity costs

Due to fluctuations in the demand from the market or the customer, while designing the line there is the possibility to invest in additional capacity in order to have flexibility in production to react in case of an increase in the demand from the customer or changes in scheduling and production planning. So, on
usual days the line is not working at full capacity. Hence, there is a cost for that, and this component considers that cost by calculating the difference between the takt time and the planned bottleneck time, which when multiplied by the cost rate gives us the cost of flexibility or the unused planned capacity cost.

## Unplanned unused capacity

There is a planned value for the quantities that need to be produced. If the real quantities are less than the planned ones, there will be additional unused time with non-value added by the workstations since the production line is installed with the purpose of producing the planned quantities required by the client and not less. It might happen due to various factors such as breakdowns of machines, insufficient supply of raw material or exceptional situations like disruptions in the supply chains.

## Stochastic variables

$\beta i$ represents the cycle time of the workstation which will change with each product produced. $\beta_{\mathrm{o}}$ which represents the bottleneck workstation also changes. Sometimes the value of the bottleneck changes or the bottleneck workstation might also change. $\varepsilon_{k}$ is constant for a particular activity, but it is a random variable within the activities carried out, as they change stochastically from activity to activity. These variables give the range of probable values capable enough to make a probability distribution, so they are considered to be stochastic variables.

They represent a novel cost hierarchy for production costs composed by these different layers of cost allowing different cost calculations depending the perspective (e.g., focused on the specific cost of the workstation, including the costs induced by the bottleneck, with or without product and structure or sustaining-facilities costs. Thus, this cost hierarchy can complement and extend the one proposed by (Robin Cooper, 1990, 1995) unit and batch-level, and product and facility-sustaining.

### 3.4 Application of the model

There are multiple assembly lines capable of producing multiple types of products from the same product family. Specifically, the studied product can be produced in four different assembly lines. Each assembly line consists of four similar workstations, characterized by a huge variability among them. Using equation 4 the cost for each component can be calculated. The total cost of each workstation including all the four dimensions of the cost as can be observed in Table 3.1 that represents the cost for day 1 of month 1 in line $A$.

Table 3.1 Component cost by workstation in line A

| WS |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| number | Specific <br> cost | Line <br> cost | Flexibility <br> cost | Unplanned <br> unused capacity <br> cost | Total <br> cost |
| 1 | $0.29 €$ | $0.07 €$ | $0.21 €$ | $0.13 €$ | $0.71 €$ |
| 2 | $0.45 €$ | $-€$ | $0.29 €$ | $0.16 €$ | $0.90 €$ |
| 3 | $0.37 €$ | $0.03 €$ | $0.29 €$ | $0.27 €$ | $0.97 €$ |
| 4 | $0.39 €$ | $0.06 €$ | $0.28 €$ | $0.16 €$ | $0.91 €$ |

Workstation 2 is the bottleneck so the line cost of that workstation will be 0 . So, each component of the cost can be obtained along with the total cost of the workstation. The cost obtained consists of all the fixed and variable costs involved but only variable costs can be considered, or overhead costs can be partially allocated. Using this method, the cost of the entire assembly line can be known and compared during various weeks to understand the variability that persists in production. Table 3.2 showcases the total cost of the assembly line (combining all the 4 cost dimensions for 4 different workstations). The analysis was made over 4 different months.

Table 3.2 Monthly comparison of total cost of line A

| Month | Specific <br> cost | Line cost | Flexibility <br> cost | Unplanned <br> unused <br> capacity cost | Total cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $2.21 €$ | $0.35 €$ | $2.20 €$ | $1.24 €$ | $6.00 €$ |
| 2 | $1.96 €$ | $0.19 €$ | $1.50 €$ | $1.10 €$ | $4.76 €$ |
| 3 | $2.34 €$ | $0.46 €$ | $2.52 €$ | $1.396 €$ | $6.72 €$ |
| 4 | $2.04 €$ | $0.27 €$ | $1.58 €$ | $1.122 €$ | $5.01 €$ |

It can be observed in Table 3.2 that total cost varies each month. It is clear that there exists variability in the cycle time of the different workstations which results in different costs in the four months into consideration. It can be observed that in month 2 the total cost is at its minimum level compared to
the other months. It signifies that cycle times and bottlenecks were lower in month 2 , which resulted in a lower cost. Whereas month 3 has the highest total cost among all studied months, which resulted from higher cycle times and bottleneck. As cycle time is stochastic in nature, further analysis was performed on it to understand the variability involved.

This approach was applied to the 4 different production lines which were used to produce the same product. A comparison of the product cost for each line was made over 5 months. Figure 3.1 provides the aggregated cost of the product across the four production lines for 5 months. The variation in the cost can be seen evidently.

## Product Cost



Figure 3.1 Monthly product cost across different production lines

In this case we have a significant monthly cost variability between production lines. The product unitary cost varies considerably (by line, between approximately 5 and 7,5 euros) throughout the months studied across all production lines.

Table 3.3 showcases the standard deviation of average total cycle time of all workstations. Based on those values the range of the cost can be obtained by multiplying it with the tariff cost.

Table 3.3 Cycle time, standard deviation, and interval of values

| Month | Total <br> Cycle <br> time (s) | Standard <br> deviation | Lower <br> limit cycle <br> time | Upper limit <br> cycle time | Lower <br> limit cost <br> $(\boldsymbol{€})$ | Upper <br> limit cost <br> $(\boldsymbol{\epsilon})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 109 | 19.17 | 89.83 | 128.17 | 4.67 | 6.66 |
| 2 | 117 | 23.49 | 93.51 | 140.49 | 4.86 | 7.31 |
| 3 | 103 | 13.83 | 89.17 | 116.83 | 4.64 | 6.08 |
| 4 | 110 | 13.08 | 96.92 | 123.08 | 5.04 | 6.40 |
| 5 | 115 | 21.45 | 93.55 | 136.45 | 4.86 | 7.10 |

After calculating the lower and upper limit for all workstations and multiplying it with the tariff enables us to obtain the range of cost which are considered as optimistic and pessimist cost of the product. Using this information, it can be easy for managers to understand which week was more profitable and it can also help to identify the risks involved if the target cycle time is not achieved. Also, the impact of changes in external conditions can be assessed or estimated. This is important to manage the different production lines and evaluate how they perform under different internal and external conditions.

Furthermore, the model was implemented on different products produced in the same line to understand the variability of the cost. The cost of the products was then compared across the period of 5 months. During these 5 months, the analysis was done on a monthly basis and the range of cost of product for each month was recorded, which can be observed below.

Table 3.4 Cost comparison of different products

| Product | Month 1 |  | Month 2 |  | Month 3 |  | Month 4 |  | Month 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost |


| Product <br> A | 4.9 | 5.6 | 6.7 | 8.2 | 5.9 | 6.3 | 7.0 | 7.4 | 6.2 | 6.7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Product <br> B | 6.2 | 6.8 | 5.1 | 5.5 | 6.8 | 7.2 | 4.8 | 5.5 | 6.9 | 7.4 |
| Product <br> C | 7.8 | 8.4 | 5.8 | 6.3 | 8.8 | 9.2 | 7.1 | 7.9 | 7.8 | 8.3 |
| Product <br> D | 4.2 | 4.7 | 4.9 | 5.4 | 4.1 | 4.6 | 4.1 | 4.5 | 5.0 | 5.6 |

These results demonstrate that the different cost drivers (e.g., quantities produced, cycle times) impact significantly on product cost and that there are opportunities to optimize the process and reduce costs. This variability can be explained by a combination of factors internal and external to the company. Some of these factors might be interrelated (e.g., market demand and production planning) and others are independent (e.g., cycle times and bottlenecks in the different production lines). Understanding the behavior of these factors is fundamental for better manufacturing management and control. The variability studied in this chapter is based on cycle time and bottleneck variations which are largely caused due to reasons such as time required for product setup on the machine, time to load/unload product on the machine, operator walking time between the machines etc. This affects the cycle time to a large scale, so overseeing some of these factors can have a very bad effect on the product costing. The stochastic analysis of production cycle times is fundamental to include variability and risk within costing systems. Besides the variability in the production processes, we can also have variability caused by changes in the demand and variability in the value of the resources used. Process variability is particularly relevant in costing systems and for optimization purposes.

Furthermore, to visualize the cost clearly and with transparency, a dynamic dashboard was developed. It helps to understand the breakdown of the costs into Its component. It makes It possible to filter through the dates, products, assembly line, and the product family to get the costs accordingly. Real production data was used in the development and implementation of the dashboard which can be used for the computation and analysis of product costs; as well as, for the design of more effective cost management practices and cost reduction and optimization plans. The real production data refers to real
quantities and real cycle times of the machines used in the production lines in a certain period of time. The extraction of the data is the first step. The information related to the quantities and real cycle time for a certain product that passes in $X$ lines and $Y$ workstation is in Hadoop cluster. To extract the exact information from Hadoop that matches the cost model it is necessary to respect some conditions and to follow some steps. Thereby, to facilitate this process all the steps were written in an accessible file that functions as a link between Hadoop data and the cost model. The architecture of the dashboard can be observed in Figure 3.2.


Figure 3.2 Dashboard architecture
The figure below shows the product cost along with the bifurcation among all the four components of the costs. Figure 3.3 shows the dashboard view.


Figure 3.3 Dashboard view for cost for product A
Figure 3.3 shows the cost component which includes specific cost, line cost, flexibility cost, and unplanned unused capacity cost. By using the filters on the left panel, it is possible to change the period of the search, product, as well as the assembly line.


Figure 3.4 Dashboard view of resource cost
In figure 3.4, it can be observed the cost for different resources. With the use of this dashboard a clear visual can be provided about the product cost and variability can be observed in a transparent manner.

### 3.5 Final remarks

In today's competitive environment, manufacturing organizations are always seeking to improve their productivity and profitability. For this reason, it is crucial for manufacturers to have a detailed understanding of the cost of producing their products. Traditional cost accounting methods have been used for many years, but they may not provide an accurate representation of the real cost of production. The traditional costing method uses direct labor, direct material, and overhead cost allocation to calculate the product cost. However, it does not take into account the variability of the quantities produced, which affects the cost to a great extent, as required time and bottleneck may vary. Thus, a stochastic costing approach has been developed based on activity-based cost models.

The use of stochastic costing approaches, particularly activity-based cost models, has become increasingly popular in manufacturing systems. In such systems, the variability of the quantities produced can have a significant impact on costs. This is due to the fact that the required cycle time and bottleneck may vary, resulting in a range of possible costs rather than a single value. Therefore, it is important to calculate a complete range of possible costs to provide a better understanding of the workstation-specific cost, bottleneck cost, unused capacity cost, and unplanned unused capacity cost.

By using the equations developed in this chapter, it is possible to obtain past, real-time, or predictive costs of a product, allowing companies to recognize which products and production lines are more profitable and which are the drivers of costs and profitability. Moreover, this cost model enables organizations to visualize and understand the cost breakdown of their products and production lines in a transparent and accessible way. The outputs provided by the model can help to acquire a new cost breakdown of the product, which is more relevant for decision making and grants an intelligible understanding and visualization of the cost from different perspectives.

The model also allows us to simulate the impact of certain changes on costs and identify the most valuable approach to adopt. By breaking down the cost into four components, we can distinguish the value-added and non-value-added costs of a product. For instance, it is possible to visualize the impact of the bottleneck workstation on product cost and what occurs when the company is producing more or less than the planned quantities.

The production manager can use this methodology to gain clearer insights into each manufacturing process, identifying value-added and non-value-added activities in the process. This can
open opportunities to optimize the process as each process is minutely observed. By using machine learning techniques, the cost of the product for each assembly line can be predicted, benefiting the scheduling of production planning accordingly to achieve maximum possible profit by incurring the minimum achievable cost of the product.

Furthermore, the stochastic costing approach can be extended to other areas of business such as service operations, healthcare, and transportation, where it can help to identify the most efficient processes and improve operational efficiency. For example, in healthcare, it can help to determine the cost of treating patients with specific illnesses, enabling healthcare providers to allocate their resources more effectively.

The use of stochastic costing can also facilitate budgeting and resource allocation decisions. By providing a range of possible costs, the organization can make more informed decisions about budgeting and resource allocation, as they can consider both the optimistic and pessimistic scenarios. It can also help in the identification of the most profitable products, enabling the company to allocate their resources accordingly.

Additionally, the approach can help in identifying and addressing inefficiencies in the production process, which can ultimately lead to cost savings. By identifying the non-value-added activities in the process, the organization can find ways to eliminate them or reduce their impact, leading to improved efficiency and reduced costs.

Furthermore, this methodology can be used to support decision-making related to outsourcing or insourcing. By comparing the costs of producing a product in-house versus outsourcing it, the organization can determine the most cost-effective option. This can help in making informed decisions that balance costs and revenue.

The stochastic costing approach can also help organizations to evaluate and compare the costs of different products. By breaking down the cost of each product, the organization can identify the most profitable products and focus their resources on them. It can also help in identifying the factors that drive the cost of a product, enabling the organization to optimize these factors to reduce costs.

## Chapter 4

4 A Regression Approach for Industrial Production Forecasting

### 4.1 Introduction

Companies are very interested in forecasting production costs. To help companies in planning and decision-making, new analytical tools have been emerging to enable the transformation and representation of the data, namely mathematical modeling. Good forecasting models will, above all, allow a better planning and control of the production. Thus, prescriptive analysis emerges as an opportunity, as it learns from the past to suggest options that can be used in decision-making and risk reduction. Predictive analysis allows estimating and predicting the value of a variable, such as quantity and cost. It involves operations, mathematical and statistical techniques that allow studying and discovering trends, predicting failures (or anomalous situations) and variations that tend to exist in production systems. Thus, for a better understanding of behaviors over time, mathematical models that can describe present data and help in future prediction have emerged and been implemented in several companies. The idea is to assist with decision-making, preventing, and being prepared to deal with serious problems that are predictable and may have a high probability of occurring. Nowadays, companies face higher levels of volatility, uncertainty, complexity, and ambiguity (VUCA). Thus, important decision-making in the industry such as introducing new products into the market, continuation, or termination of the existing products, must be supported by reliable information based on industrial cost and profitability. No less important is the contribution of this type of analysis to a consequent risk assessment associated with the behavior and trend of events.

There are several ways to build predictive models. Some popular methods to build predictive models are:

1. Linear regression: A linear regression model is used to predict a continuous variable based on one or more predictors. It assumes a linear relationship between the dependent and independent variables.
2. Decision tree: Decision trees are used to create models that predict a target variable based on a set of input variables. Models are built by recursively partitioning the data into subsets based on the input variables.
3. Random Forest: Random Forest is an ensemble learning technique that creates multiple decision trees and combines their results to make predictions. It is commonly used for classification and regression problems.
4. Support Vector Machine: A support vector machine (SVM) is a machine learning algorithm used for classification and regression problems. It tries to find the best boundaries separating the data into different
classes. SVM builds models that can model non-linear relationships between dependents and one or more independent variables.
5. Artificial Neural Networks: Artificial Neural Networks (ANNs) are a set of algorithms that model the structure and function of the human brain. They are used for various tasks such as image recognition, speech recognition, and natural language processing.
6. Deep learning: Deep learning is a subset of artificial neural networks that use multiple interconnected layers of neurons to learn and predict. It is often used for tasks such as image and speech recognition.

Linear regression is a statistical technique commonly used for forecasting that helps understand the relationship between two variables. Independent variables are used to predict dependent variables. The goal of linear regression is to find the best-fit line representing the relationship between these variables. This can be used to predict future outcomes. Advantages of linear regression in forecasting are as follows:

1. Simple and straightforward: Linear regression is a relatively simple statistical technique that is easy to understand and requires only basic knowledge of mathematics and statistics. It is widely used because it can be applied to a wide range of problems with minimal assumptions and gives immediate results.
2. Provide a clear relationship: Linear regression provides a clear relationship between dependent and independent variables and is easy to visualize and interpret. This makes it an ideal technique for forecasting as it helps identify the most important variables in predicting future outcomes.
3. The model can be interpreted: Linear regression models are very easy to interpret and provide a clear understanding of the relationships between the analyzed variables. This makes the model easier to interpret and the results of the analysis can be easily communicated to stakeholders.
4. Provides Accurate Forecasts: A linear regression model can provide accurate predictions when the underlying assumptions are correct. Applied to problems with linear relationships between variables, it is very effective at predicting future outcomes.

Prediction together with Artificial Intelligence (Al) techniques help in the analysis of variations and risks associated with them, namely, in situations where forecasting is complex due to the uncertainty and instability that surrounds the company. The work presented here aims to contribute to the design of forecast models, namely, to predict the quantities to be produced. Multiple regression models allow approximations to the real data, even under high degrees of unpredictability. In this work, a set of
forecasting models were developed and implemented, using linear regression techniques, namely, multiple linear regression. These are models that, given a set of variables as input, calculate a value for the output variable, which is the variable to be predicted. Data from September 2020 to June 2021 of a first-tier supplier of the automotive industry was used considering two different training periods, in two groups of production lines of a specific product.

For computing the models, two distinct time periods were considered, corresponding to the average values of machines cycle times in twelve consecutive weeks. They were tested for the subsequent periods. The assumptions underlying the creation of a multiple linear regression model were analysed. In addition, measures of goodness of fit of the model were also analysed, namely, $R^{2}$, and Mean Absolute Error (MAE). To test the robustness of the models, the percentage errors of the observed values in relation to the predicted ones were analysed. On the other hand, based on the $95 \%$ confidence intervals for the model coefficients, the risk associated with the respective component was evaluated. Next section presents some studies on industrial contexts using from traditional statistical techniques to artificial intelligence approaches.

### 4.2 Literature review

In general terms, among the more traditional techniques found in the literature are those related to autoregressive models (AR), moving average (MA), simple exponential smoothing (SES), and Autoregressive Integrated Moving Average (ARIMA). These are techniques that are based on time series and use the independent variable masking time to predict other variables. Autoregressive is related with autocorrelation, that is, correlation of certain past periods with the current period. Autoregressive time series are commonly seen as an approximation to univariate time series modelling. The moving average, in turn, is an average calculated for a certain period. Regression errors result from a linear combination of error terms that occurred at past times. However, other approaches have emerged with potential for the development of forecasting techniques. These arise to, together with specialists, contribute to the identification of weaknesses and behavioural deviations in the business. Thus, allowing to take, in advance, decisions adapted to the changes and circumstances. Among others, they allow estimating production costs and volumes, forecasting sales and profit.

Galli et al. (2021) use machine learning in conjunction with stochastic optimization to minimize drug stocks. They present a set of scenarios and over these a stochastic optimization approach to provide good decisions, both in quantity and quality.

Sengewald \& Lackes (2022) use the Bayesian technique to learn a stochastically optimal sourcing strategy directly from quote data. They did not focus on making great predictions but on making optimal decisions. They present a significant improvement in the costs of the purchase and acquisition process. The model turns out to be also more robust to forecast errors.

Bertsimas \& Kallus (2020) combine machine learning, operational research and management science for decision-making. They focused on a conditional stochastic optimization problem, with data related to costs/revenues and on other associated data. They end up showing that the developed methods are applicable and computationally tractable in several situations, even when the data are not independent and identically distributed. They extended the technique to cases of some decision variables, such as price, that may affect the uncertainty of the future and whose causes are unknown. They also developed a prescriptive coefficient $P$ to measure the prescriptive content of the data and operational effectiveness. In the manipulated data, the authors found an improvement in the order of $88 \%$, according to the $P$ coefficient.

Lily Koops (2020) presents a prescribing solution based on the probabilistic approach to costbenefit analysis and the definition of relevant metrics. She combines a wiener model, to repair imperfections, and simulations by the Monte Carlo method, to support the decision. The probabilistic approach helps to detect the best decision options for greater profit, in addition to the associated risk and potential cost. In addition, they allow to reduce the uncertainty of the results. According to the author, this approach can give the industry guidelines to identify and optimize business cases for prescriptive maintenance, pointing to the sources of valuable data or information and, therefore, justify investments.

Poornima \& Pushpalatha (2020) present a technique to improve decision-making support in big data, prescriptive analytics, which offers an improved advance in predicting consequences and their outcome. The best result is achieved using optimization techniques in prescriptive analysis that identify uncertainties in making better decisions. Since optimization improves the effectiveness of prescriptive analytics with varied applications.

Devriendt et al. (2018) provide a structured and detailed literature search on elevation modelling, identifying, and contrasting various groups of approaches. In addition, evaluation metrics for evaluating the performance of elevation models are reviewed. Random forests are among the best performing techniques in terms of Qini and Gini measures, although considerable variability in performance is observed between the various datasets of the experiments. In addition, elevation models are often
observed to be unstable and exhibit strong variability in terms of performance. Furthermore, it appears that the available evaluation metrics do not provide an intuitively understandable indication of the actual use and performance of a model. Specifically, existing evaluation metrics do not make it easy to compare elevation models and predictive models and evaluate performance at an arbitrary cut or across the full spectrum of potential cuts. In conclusion, we highlight the instability of uplift models and the need for an application-oriented approach to evaluating uplift models as key topics for future research.

Berk et al., (2019) used real data simulation, also to create a planning model for human resources. They applied robust optimization and maximum flexibility which, according to the authors, leads to increased profit. Seyedan \& Mafakheri (2020) analysed algorithms related to K-neighbors, neural networks, regression, and vector support machines. They mention that, although neural networks and regression analysis are the most common approaches used, they can be improved by optimization or simulations. Chen et al. (2021) forecast the costs and duration of a project through the added value management theory, through the application of the Monte Carlo method, to simulate large amounts of data, together with statistics. Punia et al. (2020) propose a machine learning model, based on quantile regression, to determine order quantities. They suggest a distribution-free and Z-constraint-oriented solution approach. Something important to mention, and according to the author, despite all the techniques that can be applied, external variables play a significant role in the accuracy of a model and in the estimates and, these, in turn, have a strong impact on the cost of inventory management.

Additive models emerge as a proposal for estimating multiple non-parametric regression models and can be seen as a generalization of linear regression models (Hastie \& Tibshirani, 1990). Additive models are considered semi-parametric, in which the response variable (variable to predict) can assume different probability distributions (Gaussian, among others), and the data can be binary or categorical, ordinal, or non-ordinal [2].

An additive multiple linear regression model, with $p>1$ regressors, is defined by:

$$
\begin{equation*}
Y=\alpha+\sum_{d=1}^{p} m_{d}\left(x_{d}\right)+\varepsilon \tag{1}
\end{equation*}
$$

The $\varepsilon$ errors can verify the classic validation assumptions of a linear regression model (Heteroscedasticity and Normality). The functions $m_{d}$ (designated by additive components) are univariate functions and result from smoothing processes, being assumed that they verify the identification condition:

$$
\begin{equation*}
E\left(m_{d}\left(x_{d}\right)\right)=0, \forall d \tag{2}
\end{equation*}
$$

The condition above allows us to state that the expectation of the variable to be predicted, Y , is zero, that is, $E(Y)=0$. Functions resulting from an additive model resemble linear regression coefficients. Hence, the assumptions associated with linear regression must be analysed. Namely, to analyse the significance of the correlation between the variables.

It is advisable to select, include or remove variables in stages until you realize which variables are important for the model. An analysis of the adjusted functions is recommended, knowing that all of them are necessary for the construction of the whole (Hastie \& Tibshirani, 1990).

Gradient Boosting is a technique for building additive regression models in which a simple parameterized function (baseline learning) is sequentially adjusted to the "pseudo-residuals" by means of the least squares algorithm, in each iteration. Pseudo-residuals are the minimized gradient of the loss function, in relation to the model values at each point of the training data evaluated in a current step of the algorithm (Friedman, 2002).

The stochastic gradient boosting incorporates randomness in the procedures and execution of the respective algorithm. Briefly, in each iteration, a subsample of the training data is randomly extracted (without replacement). This subsample is then used, instead of the full sample, to adjust baseline learning and calculate the model update for the current iteration.

It is shown that both the accuracy of the approximation and the speed of execution of the gradient increase can be substantially improved by incorporating randomization in the procedure (Friedman, 2002).

Let $\left\{y_{i}, X_{i}\right\}_{i}^{N}$ be the entire training data sample and $\{\pi(i)\}_{i}^{N}$ be a random permutation of the integers $\{1, \ldots, N\}$. Then a random subsample of size $\widetilde{N}<N$ is given by $\left\{y_{\pi(i)}, X_{\pi(i)}\right\}_{1}^{\widetilde{N}}$. L is terminal node regression tree; $\Psi$ is general loss criterion. One starts with an initial guess $\mathrm{F}_{0}(\mathrm{x})$, and then for $\mathrm{m}=1$, 2,..,M

The stochastic gradient boosting algorithm is then (Friedman, 2002)
$F_{0}(x)=\operatorname{argmin}_{\gamma} \sum_{i=1}^{N} \Psi\left(y_{i}, \gamma\right)$.
For $m=1$ to $M$ do:

1. $\{\pi(i)\}_{1}^{N}=$ randperm $\{i\}_{1}^{N}$
2. $\tilde{y}_{\pi(i) m}=-\left[\frac{\delta \Psi\left(y_{\pi(i)}, F\left(x_{\pi(i)}\right)\right)}{\delta F\left(x_{\pi(i)}\right)}\right]_{F(x)=F_{m-1}(x)}, i=1, \widetilde{N}$
3. $\left\{R_{l m}\right\}_{1}^{L}=L$-terminal node tree $\left(\left\{\tilde{y}_{\pi(i) m}, x_{\pi(i)}\right\}_{1}^{\widetilde{N}}\right)$
4. $\quad \gamma_{l m}=\operatorname{argmin}_{\gamma} \sum_{x_{-} \pi(i) \in R_{l m}} \Psi\left(y_{\pi(i)}, F_{m-1}\left(x_{\pi(i)}\right)+\gamma\right)$
5. $F_{m}(x)=F_{m-1}(x)+v \cdot \gamma_{l m} 1\left(x \in R_{l m}\right)$
endFor.
Model trees are data-driven and can be classified as modular models. To train them, a set of data may be split into subsets corresponding to a particular sub-process to be modelled, and then each module is trained on these non-intersecting subsets. After the model is trained, each new input vector is first classified to one of the regions for which the modules were trained, and then only one module is run to produce the prediction (Haykin, 1998).

Classes of such methods employing consecutive progressive splits are referred to as "trees", for example decision trees, regression trees (Solomatine \& M. B. Siek, 2003)and M5 model trees (Quinlan, 1992).

The model tree is a machine learning technique that works with continuous numerical values. The M5 model tree is one of the algorithms available in some software, such as Weka 1 through the M5P function (Y. Wang \& lan H. Witten, 1997).

According to (Quinlan, 1992), the M5 model tree technique combines any regular decision tree model with the probability of linear regression at the decision tree's leaf nodes.

The M5 model tree is built in two stages. In first is a traditional decision tree and, in second, a linear regression function is generated. One regression tree is constructed using the decision tree induction procedure. The standard deviation at each node will be determined to assess the predicted reduction in error for the splitting criterion. This node splitting in M5 will continue until there are very few instances left. After constructing the normal regression tree, internal sub nodes are pruned and replaced with the regression plane rather than constant values. Pruning estimates the predicted error at each node (Quinlan, 1992).

Let $S$ be an input set, splitting divides it into smaller subsets, $S_{1}, S_{2}, \ldots, S_{n}$. It is a recursive technique in which each sub-split is sub-split into offspring, and the process continues until there are very few instances remaining. At each internal node, this M5 employs a greedy approach to error minimization, with standard deviation reduction (SDR) determined one node at a time and provided by equation 3 .

A SDR is calculated at each node for splitting, and then cost complexity pruning (CCP), illustrated below, is applied at each leaf node to remove areas that may not be beneficial for the final tree, lowering the number of rules (Landwehr et al., 2005).

$$
\begin{align*}
& S D R=\frac{S D(T)-\sum S D\left(T_{i}\right)\left|T_{i}\right|}{T}  \tag{3}\\
& C C P=\frac{\operatorname{err}(\operatorname{prune}(T, t), S)-\operatorname{err}(T, S)}{|\operatorname{leaves}(T)|-|\operatorname{leaves}(\operatorname{prune}(T, t))|} \tag{4}
\end{align*}
$$

Smoothing is also applied after pruning on the created Model Tree, which is used to prevent the harsh discontinuities of the sub trees. Flattening the sharp nodes of nearby models is a typical way to enhance prediction accuracy (Sheikh Amir et al., 2022; Sidiq et al., 2019).

The first step, when building a model tree, is to compute the standard deviation of the target values of cases in S . Unless S contains very few cases or their values vary only slightly, S is split on the outcomes of a test. Potential test is evaluated by determining the subset of cases associated with each outcome.

Let $S_{i}$ the subset of cases that have the $i$ - th outcome of the potential test, and $\operatorname{sd}\left(S_{i}\right)$ the standard deviation of the values in $S_{i}$ as a measure of error, the expected reduction in error test can be written as

$$
\begin{equation*}
\Delta e r r o r=s d(S)-\sum_{i} \frac{\left|S_{i}\right|}{S} s d\left(S_{i}\right) \tag{5}
\end{equation*}
$$

After examining all possible tests, M5 chooses one that maximises this expected error reduction.
The M5 tree algorithm can translate better results using pruning and smoothing. When the pruning option is turned on, every non-leaf node in the tree is examined, starting near the bottom. M5 selects for the final model for the node the simplified linear model above or the subtree of the model,
according to which presents the smallest estimated error. If the linear model is selected, the subtree at the respective node is pruned to one leaf.

Smoothing has most effect on a case when the models along the path predict very different values and when some models were constructed from few training cases. When smoothing is turned on, if the value of a case is predicted by a model tree, the value given by the model at the appropriate leaf is adjusted to reflect the predicted values at the nodes along the path from the root to that leaf (Quinlan, 1992). The smoothed predicted value of M5 is copied from the leaf to the root according to the following definition:

$$
\begin{equation*}
P V(S)=\frac{n_{i} \times P V\left(S_{i}\right)+k \times M(S)}{n_{i}+k} \tag{6}
\end{equation*}
$$

where k is a smoothing constant.

### 4.3 Model development \& description

One of the biggest problems in building an additive regression model is the selection of regressors. To do so, let's start by looking at the correlation matrix and the respective tests of significance. Remember that in a correlation test, the null hypothesis to be tested is that there is no correlation (or is null) between two variables. As an alternative hypothesis, it is assumed that there is some (cor)relation between the variables. Normally, as in this work, the statistical test is performed at a significance level of $5 \%(0.05)$. In the case under study, we are dealing with qualitative variables ("Year", "Month", "Week", "Bottleneck value", "Real qty", "Amort Specific cost", "Specific other cost", and "total cost") and ordinal ("Line", "Bottleneck Workstation"). As such, Spearman's coefficient is adjusted for the study of correlations between variables. The results are shown in the following table.

Table 4.1 Correlation between Variables

| Variable | Variable | Correlation <br> value | $\mathbf{p}$ value |
| :---: | :---: | :---: | :---: |
| Year | Month |  | $<0.005$ |
| Year | Line | 0.00 | 1.00 |
| Year | Week | -0.04 | 0.72 |
| Year | Bottleneck value | -0.19 | 0.06 |


| Year | Bottleneck Workstation | 0.48 | <0.005 |
| :---: | :---: | :---: | :---: |
| Year | Real qty | -0.01 | 0.89 |
| Year | Amort Specific cost | -0.20 | 0.05 |
| Year | Specific other cost | -0.16 | 0.11 |
| Year | total cost | 0.19 | 0.05 |
| Year | Index | -0.10 | 0.35 |
| Month | Line | 0.00 | 1.00 |
| Month | Week | -0.06 | 0.55 |
| Month | Bottleneck value | 0.03 | 0.75 |
| Month | Bottleneck Workstation | 0.08 | 0.43 |
| Month | Real qty | 0.17 | 0.09 |
| Month | Amort Specific cost | 0.23 | 0.02 |
| Month | Specific other cost | 0.23 | 0.02 |
| Month | total cost | -0.01 | 0.92 |
| Month | Index | 0.32 | 0.00 |
| Line | Week | 0.00 | 1.00 |
| Line | Bottleneck value | -0.58 | $<0.005$ |
| Line | Bottleneck Workstation | 0.07 | 0.47 |
| Line | Real qty | 0.26 | 0.01 |
| Line | Amort Specific cost | -0.07 | 0.51 |
| Line | Specific other cost | -0.04 | 0.71 |
| Line | total cost | -0.33 | <0.005 |
| Line | Index | 0.00 | 1.00 |
| Week | Bottleneck value | -0.03 | 0.75 |
| Week | Bottleneck Workstation | -0.02 | 0.88 |
| Week | Real qty | 0.02 | 0.88 |
| Week | Amort Specific cost | 0.07 | 0.48 |
| Week | Specific other cost | 0.02 | 0.85 |
| Week | total cost | -0.07 | 0.51 |
| Week | Index | 0.14 | 0.18 |


| Bottleneck value | Bottleneck Workstation | -0.10 | 0.31 |
| :---: | :---: | :---: | :---: |
| Bottleneck value | Real qty | -0.68 | $<0.005$ |
| Bottleneck value | Amort Specific cost | -0.26 | 0.01 |
| Bottleneck value | Specific other cost | -0.26 | 0.01 |
| Bottleneck value | total cost | 0.50 | $<0.005$ |
| Bottleneck value | Index | 0.04 | 0.68 |
| Bottleneck Workstation | Real qty | -0.15 | 0.13 |
| Bottleneck Workstation | Amort Specific cost | -0.35 | $<0.005$ |
| Bottleneck Workstation | Specific other cost | -0.33 | $<0.005$ |
| Bottleneck Workstation | total cost | 0.03 | 0.78 |
| Bottleneck Workstation | Index | 0.25 | 0.01 |
| Real qty | Amort Specific cost | 0.83 | $<0.005$ |
| Real qty | Specific other cost | 0.85 | $<0.005$ |
| Real qty | total cost | -0.40 | $<0.005$ |
| Real qty | Index | 0.01 | 0.94 |
| Amort Specific cost | Specific other cost | 0.98 | $<0.005$ |
| Amort Specific cost | total cost | -0.21 | 0.04 |
| Amort Specific cost | Index | 0.00 | 0.98 |
| Specific other cost | total cost | -0.18 | 0.08 |
| Specific other cost | Index | 0.01 | 0.90 |
| total cost | Index | 0.25 | 0.01 |
|  |  |  |  |

Let's start by building an additive regression model with the "Amort Specific cost", "Specific other cost" and "Bottleneck value" regressors, considering the variable "Real qty" as a predictor (variable to be predicted).

The additive regression model was run using the M5P tree classifier, which implements base routines for generating M5 model trees and rules. The generated trees/rules are pruned, and the predictions are smoothed.

For the creation of the Additive Regression model, the shrinkage rate value is considered, by default (that is, 1.0).

To evaluate the additive regression models, the measures $R^{2}$, MAE (Mean absolute error), RMSE (Root mean squared error) and MAPE (Mean absolute percentage error) were considered.
$R$ is the value of the correlation between the variables "Real qty" and "Real qty predicted", which is obtained by applying the created model. Its value varies between 0 and 1 (since $R$ is between -1 and 1 ) and the closer to 1 , the better the model's goodness of fit.

MAE corresponds to the average of the observed absolute errors, that is, MAE = mean (abs("Real qty"-"Real qty predicted")). Obviously, the smaller its value, the better the approximation of predicted values to observed values.

RMSE corresponds to the standard deviation of the residuals (difference between prediction and observed values). Residuals are a measure in allowing us to assess how far the data points are from the regression line of the relationship between predicted and observed values.

Table 4.2 Evaluation of Additive Regression Model

| Variable to predict | Regressive Variables | Measures |
| :---: | :---: | :---: |
| Real qty | Bottleneck value | $R^{2}=0.998$ |
|  | Amort Specific cost <br> Specific other cost | MAE $=158.856$ <br> Root mean squared error=212.683 <br> Mean absolute percentage error=0.094 |
| Real qty | Bottleneck value <br> Amort Specific cost <br> Specific other cost | $R^{2}=1$ <br> Bottleneck Workstation |
| Rean mean squared error=87.18 absolute percentage error=0.03 |  |  |


|  | Line |  |
| :---: | :---: | :---: |
| Real qty | Bottleneck value | $R^{2}=1$ |
| Amort Specific cost |  |  |
| Specific other cost |  |  |
| Bottleneck Workstation |  |  |
| Week |  |  |$\quad$| Moot mean squared error=106.921 |
| :---: |
| Mean absolute percentage error=0.042 |

In fact, if we consider the regression variables "Bottleneck value", "Amort Specific cost", "Specific other cost" and "Workstation that is bottleneck", the additive regression presents the best results.

The method presented aims at building an additive regression model, considering "Real qty" as the variable to be predicted. For this, a first selection of the regressive variables is necessary. This was based on the (cor)relation between the variable "Real aty" and each of the others. The results above (see table of correlations) show us that cor("Real qty", "Bottleneck value") $=-0.68$, cor("Real qty", "Amort Specific cost" $)=0.83$ and cor("Real qty "," Specific other cost") $=0.85$ with results of $p$-value $<0.005$. This means that the (cor)relation between the referred pairs of variables is significant. To calculate the correlation between pairs of variables, Spearman's coefficient was used, as it is one of the most appropriate in the presence of quantitative and ordinal qualitative variables. The results are shown in the table above.

An additive regression model was applied, based on the M5 tree classifier. Through the generated model, the values estimated by it for the variable "Real qty" are presented. Bearing in mind that the models will be evaluated by comparing the actual values and the predicted values, namely, in terms of
the measures of $R^{2}$, MAE, RMSE and MAPE. The ideal is to consider the best that presents a higher value of $R^{2}$ and lower possible values in terms of MAE, RMSE and MAPE.

Starting from this initial model, additive models are generated, that is, to the initial model formula with and only the regressive variables "Bottleneck value", "Amort Specific cost" and "Specific other cost" new regressive variables are added, successively, as shown in the table above, Analogously, the predicted values are compared with the observed values of the variable "Actual qty" and the measured values $R^{2}$, MAE, RMSE and MAPE are also recorded.

### 4.4 Result and Discussion

In today's data-driven world, accurate forecasting is crucial for making informed decisions in various industries. Predicting quantities accurately can help organizations optimize resources, improve production efficiency, and meet customer demand effectively. Additive regression models are powerful tools used in predictive analytics, and in this discussion, we explore how they can be employed to forecast production quantities. Specifically, we focus on an iterative approach that enhances the model's performance through the incorporation of key variables.

At first we examine the foundational additive regression model used for forecasting production quantities. This model was based on regressive variables and employed the M5 classifier in conjunction with a decision tree. The initial model achieved impressive results, with an R-squared ( $R^{2}$ ) value of 0.998 , a mean absolute error (MAE) of approximately 159 units, and a mean absolute percentage error (MAPE) of 0.094 . These metrics indicate a high level of accuracy in predicting production quantities.

One of the notable aspects of this study is the iterative nature of model improvement with eagerness to enhance forecasting accuracy, decided to introduce a new variable into the mix: "Bottleneck Workstation" This addition proved to be a game-changer, as it significantly improved the model's performance across multiple evaluation measures.

With the inclusion of the "Bottleneck Workstation " variable, the $R^{2}$ value reached an ideal 1 , indicating a perfect fit between the model and the data. The MAE plummeted to a mere 56 units, and the MAPE decreased to an impressive 0.03. Additionally, the root mean square error (RMSE), a critical metric in regression analysis, exhibited a considerable decrease when compared to the initial model. This improvement in RMSE underscores the model's increased accuracy in capturing the underlying patterns in the data.

The enhanced additive regression model relies on several key variables, including "Bottleneck," "Amort Specific Cost," and "Specific Other Cost." These variables, when combined with the " Bottleneck Workstation" form a robust set of regressive variables that provide superior forecasting results. The "Bottleneck" variable plays a crucial role in the model, as evidenced by its presence in the variable set. It represents a condition that can have a significant impact on production quantities. By considering the value of this variable, the model gains insight into potential production bottlenecks, allowing for better resource allocation and production planning.

Similarly, "Amort Specific Cost" and "Specific Other Cost" are essential components of the model. These variables provide insights into cost structures and financial considerations that can influence production quantities. By incorporating these variables into the regression model, organizations can make more informed decisions regarding cost management and production optimization.

While the "Bottleneck," "Amort Specific Cost," and "Specific Other Cost" variables have proven to be instrumental in improving forecasting accuracy, it is worth considering the impact of other variables, such as "Line," "Month," and "Week."

In the context of this study, we found that these variables, while not necessarily weak in terms of predictive power, did not contribute to significant improvements in MAE, RMSE, and MAPE. This suggests that, for the specific production quantities being forecasted, the variations in "Line," "Month," and "Week" do not play a substantial role. It's essential to recognize that the relative importance of variables can vary depending on the context of the forecasting problem.

The findings of this study have several important implications for organizations seeking to enhance their production quantity forecasting such as Variable Selection: The choice of regressive variables is critical in building accurate additive regression models. Variables such as "Bottleneck," "Amort Specific Cost," and "Specific Other Cost" have demonstrated their importance in this context and should be considered in similar forecasting endeavors. Iterative Model Improvement: Model improvement should be an iterative process. As demonstrated in this study, continually assessing and enhancing the model with additional variables can lead to substantial improvements in forecasting accuracy. Context Matters: The relative importance of variables can vary depending on the specific forecasting problem. It is essential to evaluate the impact of each variable in the context of the data and the production process. Cost Considerations: The inclusion of cost-related variables, such as "Amort Specific Cost" and "Specific

Other Cost," can provide valuable insights into the financial aspects of production forecasting, aiding in cost-effective decision-making.

In conclusion, the study presented an insightful journey into the world of additive regression models for forecasting production quantities. By employing an iterative approach and incorporating key variables like "Workstation that is bottleneck," "Bottleneck," "Amort Specific Cost," and "Specific Other Cost," we were able to develop a highly accurate forecasting model. This model not only achieved an ideal $R^{2}$ value of 1 but also demonstrated significantly improved MAE, RMSE, and MAPE metrics.

The findings highlight the importance of variable selection and continuous model improvement in predictive analytics. Moreover, they emphasize that not all variables carry equal weight in forecasting, and their impact can vary depending on the specific production process. Organizations should consider these insights when developing and refining their forecasting models, ultimately leading to better decisionmaking and improved operational efficiency.

For future work, more sophisticated models can be developed such as Vector Autoregression (VAR) models that are data-driven and focus on the historical relationships among variables. They use past observations to trace the impact of shocks without relying on explicit theoretical structures. Vector Autoregression models are flexible and can capture complex interactions among variables, making them valuable for short to medium-term forecasting. The future of VAR modeling promises exciting developments driven by advancements in computational power, data availability, and methodological innovations. One significant avenue of progress lies in the integration of machine learning techniques with traditional VAR frameworks. Hybrid approaches combining VAR with deep learning, reinforcement learning, or Bayesian methods hold the potential to enhance forecasting accuracy, capture nonlinear relationships, and handle big data challenges more effectively.

Furthermore, the expansion of VAR models to accommodate high-dimensional data is another frontier. Traditional VAR models are limited in their ability to handle a large number of variables due to the curse of dimensionality. Future work may focus on developing sparse VAR models, leveraging techniques such as regularization or variable selection to address this issue and improve model interpretability.

Other methods such as, Recurrent Neural Networks (RNNs) are well-suited for sequential data forecasting tasks where the order of data points matters, such as time series forecasting. They have loops within their architecture, allowing them to maintain a state or memory of previous inputs. Long Short-

Term Memory (LSTM) and Gated Recurrent Unit (GRU) are popular variants of RNNs that are capable of capturing long-term dependencies and mitigating the vanishing gradient problem, which makes them particularly effective for time series forecasting. Some forecasting tasks may benefit from hybrid architectures that combine multiple deep learning techniques or incorporate domain knowledge into the model. For example, a model may combine Convolutional Neural Networks (CNNs) for feature extraction from input data with LSTM layers for sequence modeling and forecasting. Such hybrid architectures can leverage the strengths of different techniques to improve overall forecasting performance.

## Chapter 5

## 5 Optimization of labour and workstation costs

### 5.1 Introduction

Many companies are now including human resources as a core component of their business strategies due to the quickly evolving and fiercely competitive environment. Managers are looking for more effective tools to optimize the use and allocation of their available resources among the various services or systems in an effort to maximize or minimize certain functions related to performance and productivity. They are aware that human resources can play a significant role in the success of an organization. The issue arises in a number of real-world contexts, and research papers in the literature demonstrate a persistent interest in the human resource allocation problem and cover several useful applications.

Manufacturing systems are designed and controlled to satisfy the customer's orders and demands in a timely and cost-effectively manner; therefore, it is important to deliver the manufactured products at the exact time that was agreed upon with the customer. This practice encouraged to develop methods to determine the allocation of cross-trained operators to handle more than one machine. Keeping with the high production rate and performance, assigning the correct and optimal number of machines to each operator is essential, it will assure the utilization of the operators and not overload them and keep the machine running with minimum downtime due to changeover or loading/unloading activities. Therefore, knowing how many machines and how many employees are needed to accomplish a specific manufacturing job is vital.

It is not profitable to have more employees attending the production machines (fewer machines assigned to one operator) because this will act as a burden on the company as there will be extensive operator's idle time and will increase the usage/workload on the machines which require extra maintenance over the production period. On the other hand, having fewer employees (more machines assigned to one operator) will result in overloading the operators and decrease their work moral standards, and machines will be idling for the operator availability. Both scenarios will cause a delivery delay. The purpose in both cases is to accomplish the task of the production or the service for all the customers within the time and cost constraints. The number of machines should be higher than the calculated numbers because there is a possibility that some of these machines will fail down.

This chapter focuses on development of the operator cost model considering the activities performed by them on the workstation taking into consideration the variability. Also, traditional optimization model is applied to understand the optimum number of operators and workstation equipment in the assembly line which are further compared with cost.

### 5.2 Literature review

Production lines managers are working non-stop to maximize profits by increasing yields and reducing the cost of manufacturing at the same time (Tirkel \& Rabinowitz, 2014). An important approach to achieve that goal is to determine the optimum number of operators needed to run the production machines. Using the fuzzy logic controller provide an easy tool where management can determine the optimal number of operators to be assigned, and the number of workstations that should be used by the operator in terms of controlling, or operation to reach the production goals (Keren \& Hadad, 2016) .

Assigning several workstations to one operator may not increase the system's overall performance (Chien et al., 2014). Although assigning the proper number of workstations to an operator is a critical and non-trivial decision. Trade-offs will take place and manger will need to select tradeoffs the best scenario (Stecke \& Aronson, 1985). Too many workstations assigned to one operator may increase overworked operator occurrences, idle workstation, defects and failures, safety, and health problems, and so on. On the other hand, few workstations assignment may cause unnecessary labor costs associated with idle or bored operators (Stecke, 1982).

The operator-workstation assignment affects both workstation and operator utilization and production yields' cost (Haque \& Armstrong, 2007; Stafford, 1988). The number of operators assigned to a given number of workstations, and the number of machines that will be controlled by each operator, must both be optimized. Additionally, different objective functions such as minimizing cost, maximizing profit, minimum idle time, and/or minimum overload, may require different assignments. Many papers in the literature dealt with similar problems assigning the operations to workstation/ operators, both in job-shops or flexible manufacturing systems (Chen \& Ho, 2005; Park et al., 2014).

The notion of a bottleneck is important in many planning methods. A bottleneck is the group of similar machines that limits the production rate (Johri, 1993). As a result of this, the importance of an efficient machines capacity plan for this tool is required (Mönch et al., 2013). Capacity planning problems appear in many forms and have attracted thousands of research papers. In order to structure this large body of research, comprehensive literature reviews by Costa et al., (2014) and Wu et al., (2005) have been published. As stated by Costa et al., (2014), deterministic models have got much attention in solving capacity allocation models. To illustrate, Huang et al., (2014) considered the problem associated with the decentralized allocation of the finite capacity of a single facility among different business organizations with fuzzy demand. Simultaneously, game theoretic approaches have been widely applied to capacity
planning problems in strategic and tactical levels of manufacturing organizations (Renna \& Argoneto, 2010). Renna \& Argoneto, (2010) developed a distributed approach, for a network of independent enterprises, able to facilitate the capacity process by using a multi-agent architecture and a cooperative protocol. In another application of game theory concepts in solving capacity allocation problems. Seok \& Nof, (2014) proposed an adaptive collaborative demand and capacity sharing (CDCS) protocol based on dynamic contract mechanism. Liu et al., (2015) proposed a model of cloud manufacturing resource service sharing based on the Gale-Shapley algorithm and analyzed it in the context of fluctuating resource service supply and demand.

With regard to machine capacity allocation models in photolithography, one of the earliest studies on both capacity allocation problem and machine capability is the study by (Leachman \& Carmon, 1992), in which they defined a production plan by presenting a linear programming (LP) model in order to maximize total profit. A similar production plan with an LP model was also presented by Hung \& Cheng, (2002). The former study scrutinized machine process capability constraints by introducing 'alternative machine set' that is defined to represent a capability for a particular operation, and the capacity limitations of these machine sets are indicated by proposed models (i.e., step-separated, workload allocation and direct mix formulations) with the assumption of identical or proportional processing times (Leachman \& Carmon, 1992). For LP formulations, the number of decision variables increases due to revisits of products to process areas because of the number of alternative machine types to the power of the number of re-entrant visits (Leachman \& Carmon, 1992).

With regard to a latter study, Hung \& Cheng, (2002) presented the capacity partition generation procedure (CPGP) in which the uniformity assumption is relaxed in the direct mix formulation provided by Leachman \& Carmon, (1992) with the capacity set generation procedure (CSGP). Toktay \& Uzsoy, (1998) transformed the capacity allocation problem into a maximum flow network problem for maximizing throughput. Their mathematical formulation includes not only machine capabilities but also tooling and set-up constraints together with integer side constraints. They compared results of the problem by two proposed heuristics, i.e., greedy, and extended heuristics. Toktay \& Uzsoy, (1998) decomposed the shiftscheduling problem into two sub-problems which are capacity allocation and lot sequencing, in order to analyze them sequentially. To solve the problem, capacity allocation routine (CAR) was applied by the greedy heuristic defined by Toktay \& Uzsoy, (1998), and embedded in a simulation model. Also, two different sets of capabilities (i.e., operation-stepper matrices) were defined as fully flexible and nested sets. That is, the fully flexible set was defined for processing capability of all operations, and the nested
set was defined for the processing capability of a partial set of operations. Their simulation experiments included analyses of stepper capabilities, reticle, and setup constraints.

The optimization problem is an important issue that has been studied by many types of research throughout the last decade in various manufacturing fields such as structural design (Yildiz, 2013), cell formation (Anbumalar \& Sekar, 2015; Balakrishnan \& Cheng, 2007; Brauner \& Finke, 2001), U-shaped manufacturing lines (Nakade \& Nishiwaki, 2008; Sirovetnukul \& Chutima, 2009) and others. The research is related to applying Fuzzy logic to the machine operator allocation problem in the cellular manufacturing setting. Few researchers did utilize fuzzy logic to analyze facility layouts, working conditions, lighting effect on employee behavior, dynamic layout, and even the selection of the layout and machine allocations to estimate the downtime and Fuzzy Inference System (FIS) had been utilized to determine the machine criticality levels for maintenance activities (Kunduracı \& Kazanasmaz, 2019; Osuch et al., 2020; Torun \& Çetinkaya, 2019; Zha et al., 2020).

### 5.3 Model development

### 5.3.1 Value added activities identification model

There are several activities performed during the production. But from a managerial perspective it is important to understand which activities are actually adding value to the product, and which are nonvalue added. The model developed helps to calculate the value-added time, non-value-added time, and unused unplanned time.
$\mathbf{T}_{\mathrm{i}, \mathrm{p}}=\beta_{i} \times \mathrm{X}_{i, 1}+\left(\beta_{b}-\beta_{i}\right) \times \mathrm{X}_{i, 2}+\left(\frac{\mathrm{Q}_{2}-\mathrm{Q}_{1}}{\mathrm{Q}_{1}}\right) \times \beta_{L} \times \mathrm{X}_{i, 3}+\varepsilon_{i}$
$\beta_{i} \times \mathrm{X}_{i, 1}$ : Value added time
$\left(\beta_{b}-\beta_{i}\right) \times X_{i, 2}$ : Non-value-added time
$\left(\frac{\mathrm{Q}_{2}-\mathrm{Q}_{1}}{\mathrm{Q}_{1}}\right) \times \beta_{L} \times \mathrm{X}_{i, 3}$ : Unused unplanned time
$\mathrm{T}_{\text {ip }}$ - Total time taken by the operator to perform all manual operations at workstation i per unit or total units (respectively, $\mathrm{X}=1$ or $\mathrm{X}=$ units produced)
$\beta_{i}$ - Value added time by operator on the workstation i
$\beta_{L}$ - takt time for manual operations
$\mathrm{X}_{\mathrm{i}}-1$ or 0 if time component j is to be included or not, respectively
$Q_{1}$ - real quantities
$\mathrm{Q}_{2}$ - planned quantities
$\varepsilon_{1-}$ residual and error measurement time

The three components of the time equations are important elements of this model and are described below.

## Value added time:

This is related to the time required by the operator to perform certain manual operations, which adds value to the product. By multiplying the labor cost rate by the time required, the costs for value added operations can be obtained.

## Non-value-added time:

This represents the cost of all the non-value-added operation costs such as setup, travel time between workstations, allowances etc. These operations are needed for the production, but they don 't add any value to the product so the cost incurred by these operations will be considered as non-valueadded costs.

## Unplanned unused capacity time.

There is a planned value for the quantities that need to be produced. If the real quantities are less than the planned ones, there will be additional unused time with non-value added by the operators.

In this case there is no component related to planned unused capacity, as the target cycle time of the line is defined by the production manager based on the availability of the operators and it is assumed here that operators are the bottleneck. So, it is important to understand the optimum number of operators required, so an optimization model is implemented to fulfil this requirement and along with that it will also give an overview of on which workstation the operator should work.

### 5.3.2 Optimization model

### 5.3.2.1 Labour cost optimization model

The objective of the optimization model was to understand how many operators are required and to minimize the cost of the labor. But there are certain conditions that work done by the operator shouldn 't exceed the target cycle time. The work on each workstation has to be done by just one operator.

Objective function: To calculate and allocate the optimum number of operators to the workstation to achieve target cycle time of assembly line

$$
\begin{equation*}
\sum_{i \in O p} \sum_{j \in W S} c_{i j} x_{i j} \tag{2}
\end{equation*}
$$

where, $c_{i}$ - time needed on workstation by operator $i$ on workstation $j$
$x_{i}$ - allocation of operator i on workstation j

Constraints:

The work in each WS is done by just one Operator

$$
\begin{equation*}
\sum_{i \in O p} x_{i j}=1, \quad \forall j \in W S \tag{3}
\end{equation*}
$$

Each Operator can work on zero or more WS

$$
\begin{equation*}
\sum_{j \in W S} x_{i j} \geq 0, \forall i \in O p \tag{4}
\end{equation*}
$$

Each Operator works no more than the bottleneck

$$
\begin{equation*}
\sum_{j \in W S} c_{i j} x_{i j} \leq \text { Bottleneck, } \forall i \in O p \tag{5}
\end{equation*}
$$

### 5.3.2.2 Workstation specific cost optimization

Traditionally, the number of workstations required to achieve desired cycle time of the line can be calculated as follows:

$$
\begin{equation*}
\mathrm{N}_{\mathrm{W}}=\frac{\mathrm{t}_{p}}{\mathrm{t}_{c}} \tag{6}
\end{equation*}
$$

$\mathrm{N}_{\mathrm{w}}=$ Number of workstations required
$t_{p}=$ Time of bottleneck workstation
$\mathrm{t}_{\mathrm{c}}=$ target cycle time
Increasing the number of workstations brings the advantage of achieving the target cycle time and reduce the bottleneck time of the assembly line, but it also comes with the disadvantage that having more workstations will result in the higher fixed cost of the resources and the amortization cost which will directly result in higher cost of the product as the cost tariff will be increasing.

So, it is important to find a balance between the required number of workstations, bottleneck, and the cost of the product. Because the focus of the production manager will be to decrease the bottleneck time but also controlling the cost of the product. Using the Stochastic cost model developed in Chapter 3 , cost of the product will be calculated which will help us to understand the effect of increased cost tariff. Some iterations of the cost calculation can be made by increasing the number of workstation and effects of that on the cost can be observed. Reducing the bottleneck time will help reduce the cost and increasing the workstation will increase the cost so the optimised scenario must be chosen that how much bottleneck time should be reduced and increase the workstation in order not to have drastic increase in the cost of the product.

### 5.4 Analysis of results

It is important to understand the optimum allocation of the operator as the variability persists even in their operation time. Also, it is important to understand the bifurcation between the value-added time and the non-value-added time by the operators along with the optimum number of operators required in the assembly line. Table 5.1 mentions the time spent in all the 3 components of Equation 13.

Table 5.1 Time of operator tasks for line A

| ws | Value | Non- <br> added <br> value- | Unplanned <br> unused | Total <br> number | Standard <br> time | Lower <br> time | Upper |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| lime | deviation | limit <br> time | time |  |  |  |  |


| 1 | 2 | 3 | 1 | 6 | 1.2 | 4.8 | 7.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 5 | 6 | 2 | 13 | 2.5 | 10.5 | 15.5 |
| 3 | 5 | 7 | 2 | 14 | 2.1 | 11.9 | 16.1 |
| 4 | 3 | 6 | 2 | 11 | 1.9 | 9.1 | 12.9 |
| 5 | 5 | 7 | 3 | 15 | 1.5 | 13.5 | 16.5 |
| 6 | 4 | 6 | 2 | 12 | 1.8 | 10.2 | 13.8 |
| 7 | 3 | 4 | 1 | 8 | 1.4 | 6.6 | 9.4 |
| 8 | 4 | 4 | 2 | 10 | 2.1 | 7.9 | 12.1 |
| 9 | 3 | 3 | 1 | 7 | 1.9 | 5.1 | 8.9 |
| 10 | 5 | 5 | 2 | 12 | 2.3 | 9.7 | 14.3 |
| 11 | 2 | 2 | 1 | 5 | 1.4 | 3.6 | 6.4 |
| 12 | 3 | 4 | 3 | 10 | 1.9 | 8.1 | 11.9 |
| 13 | 3 | 4 | 1 | 8 | 1.7 | 6.3 | 9.7 |
| 14 | 3 | 4 | 2 | 9 | 1.5 | 7.5 | 10.5 |
| 15 | 2 | 3 | 2 | 7 | 1.6 | 5.4 | 8.6 |
| 16 | 4 | 8 | 4 | 16 | 2.4 | 13.6 | 18.4 |
| 17 | 6 | 7 | 5 | 18 | 2.6 | 15.4 | 20.6 |
| 18 | 2 | 2 | 1 | 5 | 1.8 | 3.2 | 6.8 |

The target cycle time for the operator was 34 seconds for line A. The total time spent by the operator on 18 workstations is around 186 seconds, as in the model it was defined in the constraint that an operator cannot work more than the target cycle time so based on that we got the solution that there is requirement of 7 operators. Based on the standard deviation considering the worst-case scenario i.e., the upper limit time which totals to 219 seconds is still less than 238 seconds ( 34 seconds $\times 7$ operators). Hence, even considering the extreme situation 7 operators will be sufficient enough to work on these workstations. Using the optimization model, we can solve the allocation problem to understand what the best possible workstation for each operator is. Solving the problem, results can be seen in table 5.2.

Table 5.2 Operator allocation to workstation for line A

| Workstation | Operator |
| :---: | :---: |
| WS1 | Operator 1 |


| WS2 | Operator 1 |
| :---: | :---: |
| WS3 | Operator 2 |
| WS4 | Operator 1 |
| WS5 | Operator 2 |
| WS6 | Operator 3 |
| WS7 | Operator 4 |
| WS8 | Operator 3 |
| WS9 | Operator 3 |
| WS10 | Operator 4 |
| WS11 | Operator 5 |
| WS12 | Operator 5 |
| WS13 | Operator 5 |
| WS14 | Operator 5 |
| WS15 | Operator 6 |
| WS16 | Operator 6 |
| WS17 | Operator 7 |
| WS18 | Operator 7 |

As it can be observed in the table 5.2 , operator 1 will be working on workstation 1 , workstation 2, and workstation 4 . Operator 2 will be working on workstation 3 and workstation 5 . Operator 3 will be working on workstation 6,8 , and 9 . Operator 4 on workstation 7 and 10 . Operator 5 on workstation $11,12,13$, and 14 . Operator 6 on workstation 15 and 16. Lastly, operator 7 on workstation 17 and 18. The details on the total allocation for each operator can be found in table 5.3

Table 5.3 Total allocation of each operator for line A

| Operator | Total allocation (s) | Allocation (\%) |
| :---: | :---: | :---: |
| OP1 | 30 | 88.24 |
| OP2 | 29 | 85.29 |
| OP3 | 29 | 85.29 |
| OP4 | 20 | 58.82 |
| OP5 | 32 | 94.12 |


| OP6 | 23 | 67.65 |
| :---: | :---: | :---: |
| OP7 | 23 | 67.65 |

The target cycle time for the assembly line was 34 out of which operator 1 will be working for 30s which accounts for $88.24 \%$ of allocation. Operator 2 and 3 will be working for 29 s which account for $85.29 \%$ of the total capacity. Operator 4 has comparatively less allocation of 20 s which is $58.82 \%$. Operator 5 will be working for 32s out of 34 s with allocation of $94.12 \%$. Operator 6 and 7 will be working for 23 s with $67.65 \%$ of the allocation. Furthermore, the hourly cost of the operator is $13 € / \mathrm{hr}$ so based on the allocation and time spent by the operator it is important to calculate the cost of the labor for each unit. Table 5.4 presents the range of cost based on the tariff.

Table 5.4 Cost of operator tasks for line A

| Wumber | Lower limit <br> time | Upper <br> limit <br> time | Lower <br> limit <br> cost | Upper <br> limit <br> cost |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4.8 | 7.2 | 0.017 | 0.026 |
| 2 | 10.5 | 15.5 | 0.038 | 0.056 |
| 3 | 11.9 | 16.1 | 0.043 | 0.058 |
| 4 | 9.1 | 12.9 | 0.033 | 0.047 |
| 5 | 13.5 | 16.5 | 0.049 | 0.060 |
| 6 | 10.2 | 13.8 | 0.037 | 0.050 |
| 7 | 6.6 | 9.4 | 0.024 | 0.034 |
| 8 | 7.9 | 12.1 | 0.029 | 0.044 |
| 9 | 5.1 | 8.9 | 0.018 | 0.032 |
| 10 | 9.7 | 14.3 | 0.035 | 0.052 |
| 11 | 3.6 | 6.4 | 0.013 | 0.023 |
| 12 | 8.1 | 11.9 | 0.029 | 0.043 |
| 13 | 6.3 | 9.7 | 0.023 | 0.035 |
| 14 | 7.5 | 10.5 | 0.027 | 0.038 |
| 15 | 5.4 | 8.6 | 0.020 | 0.031 |
| 16 | 13.6 | 18.4 | 0.049 | 0.066 |


| 17 | 15.4 | 20.6 | 0.056 | 0.074 |
| :---: | :---: | :---: | :---: | :---: |
| 18 | 3.2 | 6.8 | 0.012 | 0.025 |

In table 5.4, it can be observed the total labor cost on each workstation per piece of the product which ranges from $0.55 €$ to $0.79 €$ per unit which includes all the three components of value-added cost, non-value added cost and unused unplanned.

Similarly, table 5.5 shows the cost components for line B.
Table 5.5 Time of operator tasks on line B

| WS number | Value <br> added <br> time | Non- <br> value- <br> added <br> time | Unplanned unused time | Total time | Standard deviation | Lower <br> limit <br> time | Upper <br> limit <br> time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 2 | 1 | 5 | 1.2 | 3.8 | 6.2 |
| 2 | 7 | 8 | 2 | 17 | 2.5 | 14.5 | 19.5 |
| 3 | 5 | 6 | 1 | 12 | 2.1 | 9.9 | 14.1 |
| 4 | 2 | 5 | 2 | 9 | 1.9 | 7.1 | 10.9 |
| 5 | 6 | 7 | 2 | 15 | 1.5 | 13.5 | 16.5 |
| 6 | 5 | 6 | 3 | 14 | 1.8 | 12.2 | 15.8 |
| 7 | 3 | 5 | 2 | 10 | 1.4 | 8.6 | 11.4 |
| 8 | 2 | 4 | 1 | 7 | 2.1 | 4.9 | 9.1 |
| 9 | 2 | 3 | 1 | 6 | 1.9 | 4.1 | 7.9 |
| 10 | 5 | 5 | 3 | 13 | 2.3 | 10.7 | 15.3 |
| 11 | 3 | 4 | 1 | 8 | 1.4 | 6.6 | 9.4 |
| 12 | 3 | 3 | 1 | 7 | 1.9 | 5.1 | 8.9 |
| 13 | 2 | 3 | 1 | 6 | 1.7 | 4.3 | 7.7 |
| 14 | 3 | 5 | 2 | 10 | 1.5 | 8.5 | 11.5 |
| 15 | 3 | 4 | 2 | 9 | 1.6 | 7.4 | 10.6 |
| 16 | 4 | 8 | 3 | 15 | 2.4 | 12.6 | 17.4 |
| 17 | 7 | 8 | 4 | 19 | 2.6 | 16.4 | 21.6 |
| 18 | 2 | 3 | 2 | 7 | 1.8 | 5.2 | 8.8 |

The target cycle time for the operator was 34 seconds for line $B$. The total time spent by the operator on 18 workstations is around 189 seconds, as in the model it was defined in the constraint that an operator cannot work more than the target cycle time so based on that we got the solution that there is requirement of 6 operators. Solving the problem, results can be seen in table 5.6.

Table 5.6 Operator allocation to workstation for line B

| Workstation | Operator |
| :---: | :---: |
| WS1 | Operator 1 |
| WS2 | Operator 1 |
| WS3 | Operator 1 |
| WS4 | Operator 2 |
| WS5 | Operator 2 |
| WS6 | Operator 3 |
| WS7 | Operator 3 |
| WS8 | Operator 3 |
| WS9 | Operator 4 |
| WS10 | Operator 4 |
| WS11 | Operator 4 |
| WS12 | Operator 4 |
| WS13 | Operator 5 |
| WS14 | Operator 5 |
| WS15 | Operator 5 |
| WS16 | Operator 6 |
| WS17 | Operator 6 |
| WS18 | Operator 5 |

As it can be observed in the table 5.6 , operator 1 will be working on workstation 1 , workstation 2, and workstation 3 . Operator 2 will be working on workstation 4 and workstation 5 . Operator 3 will be working on workstation 6,7 , and 8 . Operator 4 on workstation $9,10,11$ and 12 . Operator 5 on workstation
$13,14,15$ and 18 . Operator 6 on workstation 17 and 1618. The details on the total allocation for each operator can be found in table 5.7

Table 5.7 Total allocation of each operator for line B

| Operator | Total allocation (s) | Allocation (\%) |
| :---: | :---: | :---: |
| OP1 | 34 | 100 |
| OP2 | 24 | 70.59 |
| OP3 | 31 | 91.18 |
| OP4 | 34 | 100 |
| OP5 | 32 | 94.12 |
| OP6 | 34 | 100 |

The target cycle time for the assembly line was 34 out of which operator 1 will be working for 34 s which accounts for $100 \%$ of allocation. Operator 2 will be working for 24 s which account for $70.59 \%$ of the total capacity. Operator 3 has allocation of 31 s which is $91.18 \%$. Operator 4 and 6 will be working for 34 s with allocation of $100 \%$. Operator 5 will be working for 32 s with $94.12 \%$ of the allocation. Furthermore, the hourly cost of the operator is $13 € / \mathrm{hr}$ so based on the allocation and time spent by the operator it is important to calculate the cost of the labor for each unit. Table 5.8 presents the range of cost based on the tariff.

Table 5.8 Cost of operator tasks for line B

| WS number | Lower <br> limit <br> time | Upper <br> limit <br> time | Lower <br> limit <br> cost | Upper <br> limit <br> cost |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 3.8 | 6.2 | 0.01 | 0.02 |
| 2 | 14.5 | 19.5 | 0.05 | 0.07 |
| 3 | 9.9 | 14.1 | 0.04 | 0.05 |
| 4 | 7.1 | 10.9 | 0.03 | 0.04 |
| 5 | 13.5 | 16.5 | 0.05 | 0.06 |
| 6 | 12.2 | 15.8 | 0.04 | 0.06 |
| 7 | 8.6 | 11.4 | 0.03 | 0.04 |


| 8 | 4.9 | 9.1 | 0.02 | 0.03 |
| :---: | :---: | :---: | :---: | :---: |
| 9 | 4.1 | 7.9 | 0.01 | 0.03 |
| 10 | 10.7 | 15.3 | 0.04 | 0.06 |
| 11 | 6.6 | 9.4 | 0.02 | 0.03 |
| 12 | 5.1 | 8.9 | 0.02 | 0.03 |
| 13 | 4.3 | 7.7 | 0.02 | 0.03 |
| 14 | 8.5 | 11.5 | 0.03 | 0.04 |
| 15 | 7.4 | 10.6 | 0.03 | 0.04 |
| 16 | 12.6 | 17.4 | 0.05 | 0.06 |
| 17 | 16.4 | 21.6 | 0.06 | 0.08 |
| 18 | 5.2 | 8.8 | 0.02 | 0.03 |

In table 5.8, it can be observed the total labor cost on each workstation per piece of the product which ranges from $0.56 €$ to $0.81 €$ per unit

Similarly, table 5.9 shows the cost components for line C.
Table 5.9 Time of operator task on line C

| Ws |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| number | Value <br> added <br> time | Non- <br> value- <br> added <br> time | Unplanned <br> unused <br> time | Total <br> time | Standard <br> deviation | Lower <br> limit <br> time | Upper <br> limit <br> time |
| 1 | 3 | 4 | 1 | 8 | 1.2 | 6.8 | 9.2 |
| 2 | 4 | 5 | 2 | 11 | 2.5 | 8.5 | 13.5 |
| 3 | 6 | 7 | 2 | 15 | 2.1 | 12.9 | 17.1 |
| 4 | 4 | 6 | 3 | 13 | 1.9 | 11.1 | 14.9 |
| 5 | 6 | 8 | 2 | 16 | 1.5 | 14.5 | 17.5 |
| 6 | 5 | 6 | 2 | 13 | 1.8 | 11.2 | 14.8 |
| 7 | 3 | 4 | 2 | 9 | 1.4 | 7.6 | 10.4 |
| 8 | 6 | 7 | 2 | 15 | 2.1 | 12.9 | 17.1 |
| 9 | 4 | 5 | 3 | 12 | 1.9 | 10.1 | 13.9 |


| 10 | 5 | 7 | 2 | 14 | 2.3 | 11.7 | 16.3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 11 | 4 | 5 | 3 | 12 | 1.4 | 10.6 | 13.4 |
| 12 | 5 | 7 | 3 | 15 | 1.9 | 13.1 | 16.9 |
| 13 | 4 | 7 | 2 | 13 | 1.7 | 11.3 | 14.7 |
| 14 | 6 | 6 | 2 | 14 | 1.5 | 12.5 | 15.5 |
| 15 | 3 | 5 | 3 | 11 | 1.6 | 9.4 | 12.6 |
| 16 | 4 | 8 | 4 | 16 | 2.4 | 13.6 | 18.4 |
| 17 | 6 | 8 | 5 | 19 | 2.6 | 16.4 | 21.6 |
| 18 | 4 | 6 | 4 | 14 | 1.8 | 12.2 | 15.8 |

The target cycle time for the operator was 34 seconds for line $C$. The total time spent by the operator on 18 workstations is around 240 seconds, as in the model it was defined in the constraint that an operator cannot work more than the target cycle time so based on that we got the solution that there is requirement of 8 operators. Solving the problem, results can be seen in table 5.10.

Table 5.10 Operator allocation to workstation for line C

| Workstation | Operator |
| :---: | :---: |
| WS1 | Operator 1 |
| WS2 | Operator 1 |
| WS3 | Operator 2 |
| WS4 | Operator 1 |
| WS5 | Operator 2 |
| WS6 | Operator 3 |
| WS7 | Operator 4 |
| WS8 | Operator 3 |
| WS9 | Operator 4 |
| WS10 | Operator 5 |
| WS11 | Operator 4 |
| WS12 | Operator 5 |
| WS13 | Operator 6 |
| WS14 | Operator 7 |


| WS15 | Operator 6 |
| :---: | :---: |
| WS16 | Operator 7 |
| WS17 | Operator 8 |
| WS18 | Operator 8 |

As it can be observed in the table 5.10, operator 1 will be working on workstation 1 , workstation 2, and workstation 4 . Operator 2 will be working on workstation 3 and workstation 5 . Operator 3 will be working on workstation 6 and 8 . Operator 4 on workstation 7,9 and 11 . Operator 5 on workstation 10 and 12. Operator 6 on workstation 13 and 15 . Operator 7 on workstation 14 and 16. Lastly, operator 8 on workstation 17 and workstation 18. The details on the total allocation for each operator can be found in table 5.11

Table 5.11 Total allocation of each operator for line C

| Operator | Total allocation (s) | Allocation (\%) |
| :---: | :---: | :---: |
| OP1 | 32 | 94.12 |
| OP2 | 30 | 88.24 |
| OP3 | 28 | 82.35 |
| OP4 | 33 | 97.06 |
| OP5 | 29 | 85.29 |
| OP6 | 24 | 70.59 |
| OP7 | 30 | 88.24 |
| OP8 | 33 | 97.06 |

Operator 1 will be working for 32 s which accounts for $94.12 \%$ of allocation. Operator 2 will be working for 30 s which account for $88.24 \%$ of the total capacity. Operator 3 has allocation of 28 s which is $82.35 \%$. Operator 4 will be working for 33 s with allocation of $97 \%$. Operator 5 will be working for 29 s with $85.29 \%$ of the allocation. Operator 6 will be working for 24 s with $70.59 \%$ of the allocation. Operator 7 will be working for 30 s with $88.24 \%$ and operator 8 with 33 s and $97.06 \%$ of allocation. Table 5.12 presents the range of cost based on the tariff.

Table 5.12 Cost of operator tasks for line C

| WS number | Lower limit time | Upper limit time | Lower <br> limit <br> cost | Upper <br> limit <br> cost |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 6.8 | 9.2 | 0.02 | 0.03 |
| 2 | 8.5 | 13.5 | 0.03 | 0.05 |
| 3 | 12.9 | 17.1 | 0.05 | 0.06 |
| 4 | 11.1 | 14.9 | 0.04 | 0.05 |
| 5 | 14.5 | 17.5 | 0.05 | 0.06 |
| 6 | 11.2 | 14.8 | 0.04 | 0.05 |
| 7 | 7.6 | 10.4 | 0.03 | 0.04 |
| 8 | 12.9 | 17.1 | 0.05 | 0.06 |
| 9 | 10.1 | 13.9 | 0.04 | 0.05 |
| 10 | 11.7 | 16.3 | 0.04 | 0.06 |
| 11 | 10.6 | 13.4 | 0.04 | 0.05 |
| 12 | 13.1 | 16.9 | 0.05 | 0.06 |
| 13 | 11.3 | 14.7 | 0.04 | 0.05 |
| 14 | 12.5 | 15.5 | 0.05 | 0.06 |
| 15 | 9.4 | 12.6 | 0.03 | 0.05 |
| 16 | 13.6 | 18.4 | 0.05 | 0.07 |
| 17 | 16.4 | 21.6 | 0.06 | 0.08 |
| 18 | 12.2 | 15.8 | 0.04 | 0.06 |
|  |  |  |  |  |

In table 5.12, it can be observed the total labor cost on each workstation per piece of the product which ranges from $0.75 €$ to $0.99 €$ per unit

Similarly, table 5.13 shows the cost components for line D.

Table 5.13 Time comparison of operator tasks on line D

| WS number | Value <br> added <br> time | Non- <br> value- <br> added <br> time | Unplanned unused time | Total time | Standard <br> deviation | Lower <br> limit <br> time | Upper <br> limit <br> time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 3 | 3 | 1 | 7 | 1.2 | 4.8 | 7.2 |
| 2 | 5 | 4 | 1 | 10 | 2.5 | 10.5 | 15.5 |
| 3 | 6 | 7 | 3 | 16 | 2.1 | 11.9 | 16.1 |
| 4 | 4 | 6 | 2 | 12 | 1.9 | 9.1 | 12.9 |
| 5 | 5 | 6 | 2 | 13 | 1.5 | 13.5 | 16.5 |
| 6 | 4 | 6 | 3 | 13 | 1.8 | 10.2 | 13.8 |
| 7 | 3 | 4 | 2 | 9 | 1.4 | 6.6 | 9.4 |
| 8 | 4 | 5 | 2 | 11 | 2.1 | 7.9 | 12.1 |
| 9 | 3 | 5 | 1 | 9 | 1.9 | 5.1 | 8.9 |
| 10 | 3 | 5 | 2 | 10 | 2.3 | 9.7 | 14.3 |
| 11 | 2 | 2 | 1 | 5 | 1.4 | 3.6 | 6.4 |
| 12 | 3 | 3 | 2 | 8 | 1.9 | 8.1 | 11.9 |
| 13 | 3 | 4 | 2 | 9 | 1.7 | 6.3 | 9.7 |
| 14 | 4 | 5 | 1 | 10 | 1.5 | 7.5 | 10.5 |
| 15 | 2 | 2 | 1 | 5 | 1.6 | 5.4 | 8.6 |
| 16 | 5 | 6 | 3 | 14 | 2.4 | 13.6 | 18.4 |
| 17 | 5 | 8 | 3 | 16 | 2.6 | 15.4 | 20.6 |
| 18 | 2 | 3 | 1 | 6 | 1.8 | 3.2 | 6.8 |

The target cycle time for the operator was 34 seconds for line $D$. The total time spent by the operator on 18 workstations is around 183 seconds, so based on that we got the solution that there is requirement of 6 operators. Solving the problem, results can be seen in table 5.14.

Table 5.14 Operator allocation to workstation for line D

| Workstation | Operator |
| :---: | :---: |
| WS1 | Operator 1 |


| WS2 | Operator 1 |
| :---: | :---: |
| WS3 | Operator 2 |
| WS4 | Operator 2 |
| WS5 | Operator 1 |
| WS6 | Operator 3 |
| WS7 | Operator 3 |
| WS8 | Operator 3 |
| WS9 | Operator 4 |
| WS10 | Operator 4 |
| WS11 | Operator 4 |
| WS12 | Operator 4 |
| WS13 | Operator 5 |
| WS14 | Operator 5 |
| WS15 | Operator 5 |
| WS16 | Operator 6 |
| WS17 | Operator 6 |
| WS18 | Operator 5 |

As it can be observed in the table 5.14 , operator 1 will be working on workstation 1 , workstation 2, and workstation 5 . Operator 2 will be working on workstation 3 and workstation 4 . Operator 3 will be working on workstation 6,7 and 8 . Operator 4 on workstation $9,10,11$ and 12 . Operator 5 on workstation $13,14,15$ and 18 . Operator 6 on workstation 16 and 17. The details on the total allocation for each operator can be found in table 5.15

Table 5.15 Total allocation of each operator for line D

| Operator | Total allocation (s) | Allocation (\%) |
| :---: | :---: | :---: |
| OP1 | 30 | 88.23 |
| OP2 | 28 | 82.35 |
| OP3 | 33 | 97.06 |


| OP4 | 32 | 94 |
| :---: | :---: | :---: |
| OP5 | 30 | 88.24 |
| OP6 | 30 | 88.24 |

Operator 1 will be working for 30 s which accounts for $88.23 \%$ of allocation. Operator 2 will be working for 28 s which account for $82.35 \%$ of the total capacity. Operator 3 has allocation of 33 s which is $97.06 \%$. Operator 4 will be working for 32 s with allocation of $94 \%$. Operator 5 will be working for 30 s with $88.24 \%$ of the allocation. Operator 6 will be working for 30 s with $88.24 \%$ of the allocation. Table 5.16 presents the range of cost based on the tariff.

Table 5.16 Cost of operator tasks for line $D$

| WS number | Lower limit time | Upper limit time | Lower limit cost | Upper limit cost |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4.8 | 7.2 | 0.02 | 0.03 |
| 2 | 10.5 | 15.5 | 0.04 | 0.06 |
| 3 | 11.9 | 16.1 | 0.04 | 0.06 |
| 4 | 9.1 | 12.9 | 0.03 | 0.05 |
| 5 | 13.5 | 16.5 | 0.05 | 0.06 |
| 6 | 10.2 | 13.8 | 0.04 | 0.05 |
| 7 | 6.6 | 9.4 | 0.02 | 0.03 |
| 8 | 7.9 | 12.1 | 0.03 | 0.04 |
| 9 | 5.1 | 8.9 | 0.02 | 0.03 |
| 10 | 9.7 | 14.3 | 0.04 | 0.05 |
| 11 | 3.6 | 6.4 | 0.01 | 0.02 |
| 12 | 8.1 | 11.9 | 0.03 | 0.04 |
| 13 | 6.3 | 9.7 | 0.02 | 0.04 |
| 14 | 7.5 | 10.5 | 0.03 | 0.04 |
| 15 | 5.4 | 8.6 | 0.02 | 0.03 |
| 16 | 13.6 | 18.4 | 0.05 | 0.07 |
| 17 | 15.4 | 20.6 | 0.06 | 0.07 |
| 18 | 3.2 | 6.8 | 0.01 | 0.02 |

In table 5.16, it can be observed the total labor cost on each workstation per piece of the product which ranges from $0.55 €$ to $0.79 €$ per unit.

Table 5.17 Operator cost comparison across lines

| Line | Lower limit cost ( $\boldsymbol{(})$ | Upper limit cost ( $($ ) |
| :---: | :---: | :---: |
| Line A | 0.55 | 0.79 |
| Line B | 0.56 | 0.81 |
| Line C | 0.75 | 0.99 |
| Line D | 0.55 | 0.79 |

As can be observed in table 5.17, the range of labor cost varies across the lines to manufacture the same product.

From a total of 18 workstations in the assembly line, four workstations with the highest cycle time were chosen. Workstation 17 is the bottleneck workstation among all the other workstations in the assembly line. As the bottleneck time is also stochastic in nature, the range of the bottleneck was from 58 seconds to 62 seconds. Since the target cycle time of the assembly line is 34 seconds, there will be a need for 2 equipment on Workstation 17 to achieve the desired cycle time of the assembly line. But this increase in the equipment comes with the disadvantage of increased cost tariff which directly results in an increase in the cost of the final product.

Table 5.18 Component cost after installing 2nd equipment on WS 17

| WS | Specific <br> cost | Line <br> cost | Flexibility <br> cost | Unplanned <br> unused capacity <br> cost | cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | $0.68 €$ | $0.062 €$ | $0.392 €$ | $0.240 €$ | $1.374 €$ |
| 17 | $0.82 €$ | $0.004 €$ | $0.40 €$ | $0.212 €$ | $1.436 €$ |
| 16 | $0.85 €$ | $-€$ | $0.391 €$ | $0.274 €$ | $1.515 €$ |
| 3 | $0.63 €$ | $0.067 €$ | $0.389 €$ | $0.268 €$ | $1.354 €$ |

As it can be observed in table 5.3 the cost of the product for each component, since this cost was measured after installation of $2^{n d}$ equipment the bottleneck of the assembly line was shifted to workstation 16 so the line cost is zero for that particular workstation. It is important to notice that line cost component decreased as the waiting period for all the workstation decreased which is somehow compensating the increased cost tariff. But considering the bottleneck time is stochastic in nature it is important to calculate the range of the cost. The cost is calculated for the period of 5 months for four different products which are produced in the same assembly line and the table can be seen below:

Table 5.19 Monthly cost comparison between products with extra equipment on WS 17

|  | Month 1 |  | Month 2 |  | Month 3 |  | Month 4 |  | Month 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost | Lower <br> limit <br> cost | Upper <br> limit <br> cost |
| Product <br> A | 5.1 | 5.7 | 6.3 | 6.4 | 6.1 | 6.5 | 5.8 | 6.3 | 5.6 | 6.1 |
| Product <br> B | 5.9 | 6.4 | 5.4 | 5.8 | 6.0 | 6.6 | 5.6 | 5.9 | 6.2 | 6.7 |
| Product <br> C | 5.7 | 6.3 | 6.0 | 6.9 | 5.6 | 6.1 | 6.2 | 6.5 | 6.3 | 6.5 |
| Product <br> D | 5.4 | 5.9 | 5.9 | 6.4 | 4.9 | 5.6 | 6.1 | 6.8 | 5.6 | 5.9 |

As it can be observed from the table 5.19 the range of the cost of the product follows the range between $5.1 €$ to $6.6 €$ for almost all the products in the period of 5 months and the accumulation of the
cost is between $5.5 €$ to $6.4 €$. So, adding the equipment lowered the cost of product, even though the cost tariff increased but due to reduction the line cost it had positive impact on the cost of the product.

After installing the $2^{\text {nd }}$ equipment in the workstation 17 and performing this analysis, the new bottleneck of the assembly line is workstation 16 . So, one more iteration was made to test if adding $2^{\text {nd }}$ equipment on workstation 16 will be still advantageous to reduce the cost of the product. So, following this model a simulation was made assuming to add an equipment to this workstation which resulted to the following results:

Table 5.20 Component cost after installing 2nd equipment on WS 16

|  | Specific cost | Line <br> cost | Flexibility <br> cost | Unplanned unused capacity cost | Total cost |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | $0.96 €$ | $0.059 €$ | $0.413 €$ | 0.448 € | $1.88 €$ |
| 17 | $1.09 €$ | - € | $0.40 €$ | $0.432 €$ | 1.923 € |
| 16 | $1.12 €$ | $0.003 €$ | $0.423 €$ | $0.512 €$ | 2.058 € |
| 3 | $1.10 €$ | $0.063 €$ | $0.441 €$ | $0.491 €$ | $2.095 €$ |

As it can be observed in table 5.7 that by adding an equipment on workstation 16 it increases the cost tariff drastically which results into significant increase in the cost of the product and the bottleneck than is shifted back to workstation 17. The decrease in the bottleneck time and cost is so negligible that it cannot manage to balance the cost of equipment. So, it is not worth to add an additional equipment to any workstation as it will only result into increased cost of the product.

### 5.5 Final remarks

It is evident that there exist huge variations in the demand from the customer. So based on that changes it is required to adjust the allocation of the resources accordingly. Over allocation or under allocation of the resources can have a huge impact on the production abilities and eventually on the profitability of the company. To avoid these situations, it is very important to design this allocation of resources carefully. But for allocation of resources, it is important to understand how much time is spent on each activity and variability that comes along and the calculation of the cost.

In this chapter, the optimization of resource allocation was divided into two parts namely Operators and Equipment of Workstation. Using the time equations, the variability in the operator tasks were measured and costs were calculated. As the assembly line had the target cycle time, it was necessary that the total time spent by the operator should be less than the bottleneck or target cycle time. By using the traditional linear programming resource allocation problem to obtain the optimum number of operators required and best possible workstations that should be allocated to them was decided. With the equations developed it was possible to understand the activities performed by operator which were value added and non-value added to the product. So, it was possible to bifurcate between them and calculate the cost for it to clearly understand how much it costs for value added activities and non-valueadded activities along with the inclusion of the variability.

As it was showcased in equation 22, based on the target cycle time it is possible to calculate the number of equipment needed in order to achieve that target. Following that, various iterations were performed to find a balance between the cost and adding an equipment to the workstation, as adding an equipment had direct effect in the increase of the cost of the product. But in some cases, adding the equipment was advantageous as the waiting time for other workstations decreased along with the bottleneck of the assembly line. Therefore, the cost component of bottleneck decreased (might as well change to some other workstation) which compensated the increased cost tariff, so the cost of the product was reduced.

But it is not always the case, as it was observed in table 5.5 that when the extra equipment was added it didn't have much effect on the bottleneck, so the cost of bottleneck component didn't reduce much but the tariff cost increased a lot which resulted into significant increase in the final cost of the product.

Hence, it can be concluded that using this methodology in order to calculate value added time and non-value added time of the operator along with the information about the optimum number of operators needed and their allocation of the workstation will help a lot to take some managerial decisions as they will have clear picture about the cost and focus can be then shifted on the optimization of the non-value added activities. Also, in terms of decision making for the designing of the line this approach can be helpful to understand better the effect on the cost of the product by adding the equipment to the workstation.

## Chapter 6

6 Conclusions

All manufacturing companies must consider product costing as a critical component of its financial and operational management. It entails figuring out and totaling up all expenses incurred in the production of a specific product. The cost of a product which has an immediate effect on a company's profitability is heavily influenced by the cost of manufacturing. As a result, precise product costing is crucial for any business to be competitive in the marketplace. The cost of products has typically been decided by businesses using a top-down strategy. According to preset criteria like the quantity produced or the time spent in production, the total cost of production is divided among the products using this strategy. While this approach is relatively simple to implement, it does not accurately reflect the cost of each individual manufacturing process involved in production. As a result, it is difficult to identify areas where cost savings can be made or to predict the impact of changes in the production process

The variability still exists in most industrial processes which cannot be accommodated by the traditional costing approach. For instance, the quantity of products to be produced may fluctuate over time depending on changes in customer demands. Similar to this, the cycle time of each operation may change as a result of things like equipment failures, or quality problems. These differences have a large impact on the cost of production and can greatly fluctuate the company's profitability.

This research introduces the concept of stochastic cost model using time-driven activity-based costing as a bottom-up approach that provides a more accurate and detailed cost analysis by identifying and measuring the time required to perform each activity in the manufacturing process. The stochastic cost model can be used to assess the efficiency of the manufacturing process and determine the profitability of particular product assembly lines, can take into account the variability that is present in the production processes. The research also suggests using a prescriptive model to estimate production quantity, which aids in more correctly anticipating changes in product costs, allowing for the optimization of resource utilization throughout production and an increase in profitability. The stochastic models can be incorporated into the optimization models to account for the variability in the cost factors. The goal is to calculate the value-added and non-value-added cost and to find the optimal allocation of operators and the equipment needed in the assembly that minimizes the cost of the product while satisfying the constraints.

### 6.1 Contributions

Nowadays, traditional costing systems based on deterministic cost models are not enough to support adequately decision making. As it was identified in previous studies, the mean and standard
deviation are widely used to analyze the product cost. Although, making estimations using the mean, in some cases, can lead to wrong conclusions (Zanjani et al., 2013)(Zanjani et al., 2013)(Zanjani et al., 2013), since the estimation can be far from the true value. Thus, the confidence interval can be used instead of the mean. Other alternatives are to consider the quartiles or the coefficient of variance.

This research proposes a stochastic approach to costing systems which considers the variability in the process cycle time. This approach provides a better perception of the risk associated to product costs. The confidence interval for the mean and the use of quartiles 1 and 3 as lower and upper estimates are proposed to include variability and risk in costing systems. The developed six-step methodology was applied in chapter 2 . Only the bottleneck workstation of the assembly line was considered since it represents the cycle time of the line, but the analysis can be extended to all workstations in the production line. The allocation of the cost to line can be enough for product costing and to compute margins and compare costs and revenues supporting profitability analysis. Nevertheless, the optimization of production processes asks for a deeper analysis where costs should be highlighted by activities, workstations, or individual machines.

With this approach it opened new opportunities to perform the analysis of the cost variations over time with an awareness of the associated risks. The use of descriptive statistics gives the ability to understand and evaluate the behavior of cycle times and their influence on costs. In particular, the study of a confidence interval for the mean and the interquartile range gives us insights into what we can expect and the risk of getting values much higher and also lower than what was predicted.

The proposed methodology was extended by developing stochastic cost models based on activities or other more sophisticated costing systems. Indeed, by using a time driven activity-based costing approach, the variability for each activity can be recorded and more accurate product costs are obtained. The equations developed for costing can be used to determine the product's historical, presentday, or predictive cost, as well as to understand workstation-specific, bottleneck, unused capacity, and unanticipated unused capacity costs. The cost and its split by products and production lines can also be seen and understood using this cost model, which is simple and easy to use. The model's outputs made it possible to obtain a new cost breakdown of the product that is more pertinent for decision-making and provides an understandable comprehension and visualization of the cost from many angles. The model also enables us to simulate the effects of various adjustments on costs and the most advantageous course of action. With this division, we may have a deeper understanding of the cost by process, activity, operation, and particular workstation in addition to the cost of the product. The value added and non-
value-added costs of the product can be distinguished based on this cost breakdown into four parts. One might imagine, for instance, how the bottleneck workstation affects product costs and what happens when a corporation produces more or less than anticipated. The dashboard developed gave a good visual aid to observe always changing costs because of variability across the assembly lines and different products.

The creation of an additive regression model, for a set of real data relating to industrial production. After collecting information regarding the production lines, over different months, and different weeks, they were analysed, extracting the (cor)relations between the respective variables. As such, an additive regression model is proposed to predict the actual quantities as a function of all other variables. This model is based on the M5 Tree classifier. The results show that the models with the variables "Bottleneck value", "Amort Specific cost", "Specific other cost" and/or "Bottleneck Workstation" have a good forecasting quality considering the measures $R^{2}$ (correlation coefficient), MAE (Mean absolute error), RMSE (Root mean squared error) and MAPE (Mean absolute percentage error). The linear regression model also enables the definition of a confidence interval for the corresponding predicted values, both in terms of costs and quantities. Understanding the variation in production over time is aided by the analysis of various time periods. They make clear various production-related behaviors, patterns, and trends. In addition, the prediction model enables the detection and forecasting of anomalous circumstances that may arise during the course of production (breaks, a lack of supplies, etc.). It is possible to specify the upper and lower bounds for acceptable variation using confidence intervals for the expected values. In other words, the model enables the evaluation of the risk associated with each of the lines produced outside the expected limits.

The proposed models enable the prediction of each unique manufacturing line's irrational behavior in addition to forecasts of production quantities. Since almost all production lines are more sensitive to significant differences in output, the work that was developed allowed us to draw attention to the caution that we must exercise in the control and planning of production. As a result of better productivity management, costs will also be better managed and less vulnerable to wide fluctuations. The method here helps in the study of the associated product costs and the risk of such costs by detecting abnormal behavior in production quantities. This risk relates to the possibility that a particular manufacturing line would produce quantities that are excessive and/or contrary to what would be wanted or expected given the production and market conditions. This has a significant impact on product costs and associated margins, necessary regular revisions of standard pricing based on accurate information about the state of the market and manufacturing.

Therefore, from a managerial perspective it is very advantageous as these models give information in real time about the cost of the product including the inherent variability. The pace of production can also be understood as the different and possible bottlenecks of the assembly line can be taken into analysis. Also, this will help to bridge the gap between the finance and production departments and bring them to common ground.

### 6.2 Limitations and opportunities for future research

In this research the focus was made on the variability in factors such as cycle time of the workstation, bottleneck of the assembly line, and production quantities. Depending on the type of industry there might exist more variables that have high impact on the cost of the product. One such variable is quality, variability in the quality can have impact on the cost. if a product is of inconsistent quality, it may result in additional costs associated with rework, repairs, or even recalls which can be costly in terms of time, materials, and labor.

Since certain manufacturing industry such as the aerospace industry and medical devices follow the high-quality standards and level of precision is very high, margin of error is very low. It will be important to consider quality as one of the factors of variability and stochastic cost model based on TDABC can be extended to this type of industries. Also, there are certain type of industry where the production happens continuously such as the oil and gas industry.

In the oil and gas industry the model might have a limited applicability as most of the processes happens automatically without any stoppage between the batches. It makes it difficult to keep the track on the quantities produced, takt time and eventually the process of production. It might be difficult to follow the bottom-up approach and to calculate the price per unit.

In other industries which still follows mostly the manual process, or the level of automation is very limited, the gathering of the data might be a big challenge specially when TDABC needs well structured data coming from ERP and MES. It is advisable to use IoT equipment integration in the industry so the resource can communicate independently and record time for each activity, that can be further used for the analysis. So, it is preferred to have automation as much as possible that can make the gathering of the data easier for the activities done by the machine as well as activities done by the operator. But implementing loT equipment integration can be expensive, which small and medium industry might not be able to afford.

More complex models, such data-driven Vector Autoregression (VAR) models that concentrate on the historical correlations between variables, can be created. They do not rely on explicit theoretical structures; instead, they trace the impact of shocks using historical facts. Vector Autoregression models are useful for short- to medium-term forecasting because they are adaptable and can capture intricate relationships among variables. Exciting increases in computer capacity, data availability, and methodological innovations are expected to drive the future of VAR modeling. The amalgamation of machine learning methodologies with conventional VAR setups represents a noteworthy trajectory of advancement. Hybrid systems that combine VAR with Bayesian, deep learning, or reinforcement learning techniques have the ability to improve forecasting accuracy, capture nonlinear relationships, and more skillfully manage huge data difficulties.

Another frontier is the extension of VAR models to handle high-dimensional data. The curse of dimensionality limits the handling capacity of traditional VAR models for high numbers of variables. In order to solve this problem and enhance model interpretability, future study may concentrate on creating sparse VAR models by utilizing strategies like variable selection or regularization.

For sequential data forecasting jobs like time series forecasting, where the order of data points counts, other techniques like Recurrent Neural Networks (RNNs) are well suited. They can retain a state or memory of past inputs because of loops in their construction. Popular RNN variations like Long ShortTerm Memory (LSTM) and Gated Recurrent Unit are particularly useful for time series forecasting because they can capture long-term relationships and mitigate the vanishing gradient problem. Hybrid architectures, which integrate various deep learning approaches or include domain knowledge into the model, may prove advantageous for some forecasting applications. For instance, a model might incorporate Long Short-Term Memory (LSTM) layers for sequence modeling and forecasting along with Convolutional Neural Networks for feature extraction from input data.

Multi-objective optimization for product costing is a strategic approach aimed at simultaneously achieving multiple goals while determining the cost of manufacturing a product. Traditionally, cost estimation in manufacturing has been focused primarily on minimizing production costs. However, in today's competitive landscape, companies must consider various objectives beyond mere cost reduction to stay competitive and sustainable. These objectives may include quality improvement, lead time reduction, resource utilization enhancement, and environmental impact minimization, among others. Multi-objective optimization provides a framework to balance these competing goals and find optimal solutions that satisfy multiple criteria simultaneously.

One key aspect of multi-objective optimization for product costing is the identification and prioritization of relevant objectives. This involves understanding the specific needs and constraints of the organization, as well as considering broader industry trends and customer expectations. For example, a company may prioritize cost reduction while also aiming to improve product quality and reduce environmental impact. By clearly defining these objectives, decision-makers can guide the optimization process towards generating solutions that align with the company's strategic goals.

Another important consideration in multi-objective optimization is the selection of appropriate optimization techniques and algorithms. Various mathematical optimization methods, such as linear programming, nonlinear programming, genetic algorithms, and simulated annealing, can be employed to explore the trade-offs between different objectives and identify Pareto-optimal solutions. These solutions represent the best possible compromises between conflicting objectives, where no single objective can be improved without sacrificing the performance of another.

Furthermore, integrating advanced modeling and simulation techniques into the optimization process can enhance decision-making and facilitate scenario analysis. By developing accurate cost models and simulating different production scenarios, companies can evaluate the impact of various decisions on cost, quality, and other relevant objectives. This enables them to make informed decisions and identify opportunities for improvement across multiple dimensions.

Moreover, multi-objective optimization for product costing requires collaboration and alignment across different functions within the organization. Cross-functional teams involving professionals from finance, operations, engineering, and supply chain management can provide diverse perspectives and expertise, leading to more robust and effective solutions. Additionally, involving stakeholders such as suppliers, customers, and regulatory agencies can help ensure that the optimization process considers broader societal and environmental implications.
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