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Abstract

A model for the development of neural representations:

from human observation to robotics

As the world population continues to rapidly age comes the need for more and improved

supporting infrastructures, long term health care services and assistive devices. As a way

of dealing with the growing diversity of tasks, as well as increase their acceptability by

different users, these devises must be able to adapt to new situations and requirements.

Such is the role of a robotic system capable of understanding and learning from the user

and caregivers by means of human observation.

To that end, the work presented in this Master thesis addressed a part of the issue

of Learning from Observation (LfO). The part in question is the generation of repres-

entations that a robotic system can understand for the observed actions and/or objects.

This work demonstrates how a system that combines Dynamic Neural Fields (DNFs)

and Self-Organizing Maps (SOMs) is capable of creating meaningful representations

for actions performed by a human. In particular, this work altered a previously existing

model for combining a DNF and a SOM so as to improve its stability and provide greater

control over the system. It was then shown that the new model is capable of creating

meaningful representations for human arm motions, using both simulated and unfiltered

acquired data (demonstrating the intrinsic capabilities of the system for filtering the

data).
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Resumo

Modelo para o desenvolvimento de representações neuronais:

da demonstração humana à robótica

Com o rápido crescimento da população idosa a ńıvel mundial, acentua-se a necessi-

dade de À medida que a população mundial continua rapidamente a envelhecer vem a

necessidade de mais e melhores infraestruturas de apoio, serviços de cuidado a longo

prazo e dispositivos de assistência médica. Para que estes dispositivos possam lidar com

a crescente diversidade de tarefas, bem como aumentar a sua aceitação por parte dos

utilizadores, eles devem ser capazes de se adaptar a novas situações e necessidades do

utilizador. Esta é a função de um sistema robótico capaz de compreender e aprender

com o utilizador e os assistentes médicos através da observação de um humano.

Assim, o trabalho apresentado nesta dissertação aborda uma parte do problema

da aprendizagem por observação. A parte em questão refere-se à geração de repre-

sentações para as ações e/ou objetos observados passiveis de serem compreendidas por

um sistema robótico. Este trabalho pretende demonstrar como um sistema que combina

Campos Dinâmicos Neuronais (DNFs) e Self-Organizing Maps (SOMs) é capaz de criar

representações significativas para as ações realizadas por um ser humano. Em particu-

lar, neste trabalho foi alterado um modelo anteriormente desenvolvido que combina um

DNF e um SOM, de modo a melhorar a sua estabilidade e aumentar o controlo sobre

o sistema. Pretende-se também demonstrar que o novo modelo é capaz de criar repre-

sentações significativas para os movimentos dum braço humano, utilizando tanto dados

v



vi

simulados como adquiridos, sem necessidade de filtragem (demonstrando as capacidades

intŕınsecas do sistema para a filtragem dos dados).
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Chapter 1

Introduction

1.1 Human centred robotics: what happens when new ac-

tions are observed?

As prices for robotic systems keep decreasing the technology is quickly disseminating

into different market segments. This dissemination can be seen in the appearance of

robotic systems in areas such as

❼ industry [2],

❼ entertainment [30, 36],

❼ cleaning [11, 24],

❼ search and rescue operations [18, 23, 25],

❼ scientific exploration of hazardous environments [8, 16],

❼ healthcare [5, 9, 14, 22, 27, 34, 37]

❼ etc.

In some cases, where a large amounts of Human-Robot Interaction (HRI) may be re-

quired, such as healthcare, the acceptance by the user can become a problem. This

is due to the disparity between what current robots are capable of and what the user

1
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expects from them [4]. Given that the percentage of people aged 60 years or over is

expected to surpass 30% in many countries by 2050, increasing at a far greater rate than

what has happened in the past [35], this area of application is of particular importance.

As such, a system capable of adapting so as to meet the expectations of the user and

provide him/her with specialized assistance, allowing for greater independence of the

user and reducing the strain on healthcare providers, could be greatly advantageous for

society in general. Such a robot must be capable of learning from observing the user

and the healthcare providers, so as to adapt to the needs and preferences of the user as

they change over time and meet his/her expectations.

1.2 Creation of new representations through Observational

Learning

As stated in section 1.1, given the unforeseeable nature of the environment and tasks

the robot will encounter, it is impossible to pre-program a general purpose robot for

all the tasks and objects that it will encounter. Even if continuous updates were to be

programmed, it would be infeasible to program all the possible situations particular to

each user and task.

A solution to this problem is endowing the robot with the ability to learn. This can

be performed in several ways, one of which is, for instance, the creation of a global data-

base, these database could then be continuously updated with new objects and actions,

which a central program could use to generate the new learnt behaviour. However, this

constantly updated database would requiring massive amounts of storage, as it would

need to store the preferences of all the users and all possible object interactions, as well

as an immense processing power and time required to calculate the virtually infinite and

constantly increasing possibilities. The robot itself, due to the large amount of possible

situations that need to be analysed, would probably also require a very fast processing

system, as it would need to determine the correct behaviour in real time. Another ap-

proach is that each robot learns individually and creates it’s own representations, this
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approach may still require a robot with powerful processing capabilities but, given that

it would only need to account for the specific users case and conditions, the number of

possibilities that it would need to known would be far more manageable. As objects are

introduced, others are removed from the environment and, therefore, can be forgotten

if the memory is insufficient (while the centralised approach would need to maintain

the object for longer, as some users would require the same object/task for longer than

others).

Since the robot has to be able to learn on its own, it must be able to acquire the

data needed for each new task/object independently, through Observational Learning

(OL). This means that the robot must be able to analyse its environment and observe,

so as to determine what the purpose of each unknown object is, how to interact with

it and create its own representations for these tasks/objects. Another important aspect

is the need to learn from as few demonstrations as possible – ideally from a single

observation as some tasks may require a long time to perform and because the end user

will not want to demonstrate the similar tasks repeatedly [7].

There exist three main types of machine learning paradigms – Supervised Learning

(SL), Reinforcement Learning (RL), Unsupervised Learning (UL) – each with its own

strengths and weaknesses and with various alterations on the base model.

1.2.1 Supervised Learning

SL is based on finding the function that, for a given input set, i.e. training set, minimizes

the difference between the obtained outputs and the desired ones, for each input, so that

when similar inputs are presented, the correct output will be produced [10, Introduction].

The problem is that this desired outputs have to be known and, therefore, someone must

tell the robot what the correct output is. This would mean that each time the user wants

the robot to learn something new – which was not contemplated in nor could be deduced

from the previous training set – he/she would have to tell the robot, in a way that it

could understand, what is expected of it. The system would then need to be retrained

so as to contemplate this new situations. As such, this is not the best approach for a
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system that must be continuously learning new things.

1.2.2 Reinforcement Learning

Unlike in SL that uses a provided mapping between input and expected output, in RL the

learning agent must learn through the use of rewards. These rewards are a numeric value

received from the environment and the goal of the learning agents is to maximize the total

reward. Since each action the agent performs has an impact on the environment, whose

state/situation changes due to those actions, the reward received changes depending on

this state and the sequence of actions. Because the agent does not know beforehand

what the reward is for each action and/or sequences, it must experiment with different

actions and their sequence so as to learn the one that will produce the maximum total

reward for each state, based on its memory. [33]

Although some rewards could come from other parts of the robot, external to the

learning agent – such as the battery if controlling the battery level was one of the goals

[33] –, because some goals would only be known to the user, he/she would still need to

attribute some rewards. Another problem is that the robot may need to perform many

experiments by interacting with the environment which may take a long time, or in a

simulator but the new objects and intended goals would still need to be programmed. As

such, even though this approach is more suited for incremental learning, a system that

could learn simply from observing the user or other people, would be a better match for

cases where HRI is intended.

1.2.3 Unsupervised Learning

The UL focusses on analysing the input data and finding similarities in the input, rather

than a supplied mapping like in SL or external rewards like in RL. In this way, an

internal classification of the inputs is formed based on their intrinsics characteristics.

This method on its own does not determine what the right output for each situation

is, it only focuses on the creation of internal classification of the input data based on
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its features that are generic to several cases. This internal classification can then be

used to determine the correct output – possibly by using other learning methods – in

a simpler way than using the input data directly [3] – and in so doing alleviating some

of the problems with SL and RL if used in conjunction. Given that many objects and

actions share many characteristics in different tasks, these classifications can be reused

in several tasks while adding new and/or more specific classifications.

Because UL is focused on the creation of internal classifications of the input, it

does not directly solve the problem of how to decide the correct actions. Despite this,

since the user is only required to provide the robot with examples of what is intended,

which can be obtained through observation of the actions performed and interactions

with objects, this is likely the best method for the first layer of a system capable of

learning through HRI using OL. As such, this will be the focus of this dissertation.

1.3 Contributions of this thesis

As stated in subsection 1.2.3, a first step towards endowing a robotic system with the

capability of OL is the use of UL methods to generate generic internal representations

for the various new objects and actions the robot encounters. These can later be used

to determine the correct behaviour or course of action of the robot. One model directed

at this task was proposed by Sousa [31], which was based on the combination of the

UL method of the Self-Organizing Maps (SOMs) combined with the Dynamic Neural

Fields (DNFs). Although in [31] it was shown that the model could be used to classify

high-dimensional inputs, only a small data sample of simulated data with no noise was

used. This did not demonstrate how the system would cope with real acquired data

(specifically movement data), plagued by noise, nor did it allow for a minimal parameter

test in order to test the stability of the system when faced with small parameter changes

nor the selection of the optimal parameters. To that end, this dissertation re-evaluates

the aforementioned model using both a large set of simulated motions as well as motion

data acquired using a 3D vision system. These tests were performed and analysed
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over several parameter combinations, which allowed for the detection and correction of

instabilities in the system (that could manifest when certain parameter combinations

were used), further improving the performance of the system.

1.4 Thesis outline

The remainder of this thesis is structured as follows:

In chapter 2, an overview of the DNFs and the SOMs will be given along with the

describe the base model (which uses these the Neural Networks (NNs)) on which this

work is based.

The following chapters are dedicated to the focus of this thesis starting of with

the extensions to the base model presented in chapter 3 and goes on to describe the

tests performed as well as display and analyse the obtained results in chapter 4.

Finally, chapter 5 will address the conclusions of this work and the future work.



Chapter 2

A biologically inspired model for the

creation of representations

As stated in Section 1.3, this work will be based on the model proposed by Sousa [31,

Part V] for the development of neural representation for high dimensional data. This

model was based on two other neurologically inspired models – the DNF [1] and the

SOM [15] – and represents a Self-Organizing Dynamic Neural Field (SODNF).

2.1 The Self-Organizing Map

The SOM is a class of Artificial Neural Networks (ANNs) whose goal is to transform

a pattern of input signals of arbitrary dimension into an n-dimensional topographically

ordered map (typically of one or two dimensions) [10]. Meaning that the more similar

the input patterns encoded by a set of neurons, the closer the neurons are in the field.

As such, different regions of neural field will respond to different patterns in the data.

This learning process, where the input patters are topographically ordered, is achieved

via three principles [10]:

1. Competition amongst neurons where the neuron that display the greatest re-

7
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sponse to the input pattern is selected, becoming the winning neuron;

2. Cooperation in which the winning neuron defines a topological neighbourhood

where the neurons will become excited.

3. Synaptic Adaptation, where the connection weights between the input and the

excited neurons are updated. Being that the responsiveness of these active neurons

to the input pattern increases.

One type of SOM that has seen great use in diverse areas and applications is

Kohonen’s Self-Organizing Map [12, 26, 29]. From this point forth this will be the

model considered for the SOM. Next, the iterative process for the formation of the

topographic mapping will be explained for this model.

First the neuron, j, with the highest response to the current input vector, ~q =

[q1, q2, ..., qm]T , is chosen as the winning neuron, jwin(~q). This is calculated according

to the desired metric such as the Euclidean distance or the inner-product. In the case of

the Euclidean distance, the objective is to find the neuron with the minimum distance

between its connection weights, ~aj = [aj1, aj2, ..., ajm]T , and ~q [10]:

jwin(~q) = argmin
j

‖~q − ~aj‖ , j = 1, 2, ..., n , (2.1)

where n is the number of neurons. In the case of the inner-product, the objective is to

find the neuron with the maximum inner-product between ~aj and ~q [15, 31]:

jwin(~q) = argmax
j

{

~qT~aj

}

, j = 1, 2, ..., n . (2.2)

Second, the activity of each neuron, j, is calculated based on their distance to the

winning neuron, jwin(~q), in accordance to an interaction kernel, w(j, jwin(~q), k). This

kernel is a function such that [10]:

1. the maximum excitation is obtained when j = jwin(~q) and the excitation of

the topological neighbourhood, w(j, jwin(~q), k), is symmetric in relation to the
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winning neuron;

2. the level of excitation decreases monotonically with the distance between the

neuron j and the wining neuron, being that it decays towards 0 as ‖xj−xjwin‖ →

∞, where xj ∈ R
dim is the position of neuron j in a SOM with dim dimensions.

(Required condition for convergence)

One common approach is the use the Gaussian kernel

w(j, jwin(~q), k) = e
−

‖j−jwin(~q)‖

2σ2(k) , (2.3)

where k is the current iteration. The width of the kernel and, therefore, of the topological

neighbourhood is controlled by σ(k). This width can decrease with time and is normally

described as the exponential decay

σ(k) = σ0e
−

k
τσ , (2.4)

where σ0 is the initial value and τσ is a time constant [10].

Third, the variation of the weight vector for neuron j, denoted as∆~aj , is calculated

using

∆~aj = η(k)w
(

j, jwin(~q), k
)(

~q − ~aj
)

, j = 1, 2, ..., n , (2.5)

where η(k) is the variation rate for iteration k, and

~aj(k) = ~aj(k − 1) + ∆~aj , (2.6)

if the Euclidean distance (and therefore (2.1)) is used. If the inner-product (and therefore

(2.2)) is used than

∆~aj = η(k)w
(

j, jwin(~q), k
)

~q , j = 1, 2, ..., n , (2.7)

In this case an additional normalization is required to maintain the stability of the weights

and (2.6) becomes [15, 31]:

~aj(k) =
~aj(k − 1) + ∆~aj
‖~aj(k − 1) + ∆~aj‖

, j = 1, 2, ..., n . (2.8)
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Although the decrease of the width of the neighbourhood allows for a fine tuning

of the topological mapping of the input vectors, it also decreases the adaptability to

patterns that were not present in the original input data set. When a new input pattern

is presented much latter in the learning process, even if the probability of occurrence is

high, the area occupied by the pattern will be small due to the decreased kernel width.

Given that in some cases it may not be possible to have a representative set of inputs

for the situations that will be encountered, this can be a problem for classifying new and

important patterns.

2.2 The Dynamic Neural Field

In 1977, Amari [1] proposed a model for the formation and interaction of patterns in the

cortical neural tissues

τ
∂u(x, t)

∂t
= −u(x, t) +

∫

w
(

x− x′
)

f
(

u(x′, t)
)

dx′ + r + s(x, t) (2.9)

where u(x, t) represents the activation of the neural field, τ is the time constant of the

field, r is the resting level and s(x, t) corresponds to the field’s input. The linear output

function, f(u), is a monotonically increasing function with saturation. For mathematical

convenience it was defined as the step-function

f(u) =















0 if u ≤ 0

1 if u > 1

. (2.10)

The remaining function is the interaction kernel, w(∆x), which controls the interaction

between neurons in the same filed. In [1] only the case of fields of lateral inhibition

type were analysed. In such fields, neurons in close proximity (∆x < ∆xtransition) excite

one another and inhibit those at greater distances (∆x > ∆xtransition). Two possible

kernels of this type can be see in Fig. 2.1. The Gaussian kernel seen in Fig. 2.1(a) is
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∆x

w(∆x)

∆xtransition
∆xstable

(a) Gaussian kernel

∆x

w(∆x)

∆xstable
∆xtransition

(b) Mexican hat kernel

Figure 2.1: Lateral inhibition kernels (∀∆x ≥ ∆xstable : w(∆x) ≈ const)

characterized by the equation

w(∆x) = Awe
−(∆x)2

2σ2
w − winhib, (2.11)

where Aw is the amplitude, σw is the standard deviation of the interaction kernel and

winhib is the global inhibition. The mexican-hat kernel seen in Fig. 2.1(b) is characterized

by the equation

w(∆x) = Ae
−(∆x)2

2σ2
A −Be

−(∆x)2

2σ2
B , (2.12)

where A > B and σA < σB. Several other types of kernels exist, each with a different

function. For instance, non symmetric kernels that can help track object movements

[32] or oscillating kernels for guaranteeing the existence and stability of multiple active

peaks [17] while exiting neurons at specific distances.

Depending on the type of kernel and the parametrization of the field, several

cognitive processes can be implemented using a DNF. Some of these processes are [19]:

❼ detection, where only sufficiently strong inputs can form a stable activation peak;

❼ decision making, being that for a sufficiently strong inhibition between the neur-

ons, only one pattern will remain active. All the other inputs and active peaks will
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be suppressed, if sufficiently distant from one another, or, if in close proximity, the

active peak will take a pondered intermediate positioned, until a strong enough

input to suppress the active peak appears;

❼ memory, being that once a stable activation peak is formed it will remain act-

ive, even without input, until a new input is sufficiently strong to suppress it or

something destabilizes the field;

❼ and forgetting capabilities, by altering the stability of the field so that no peak

can be stable.

It is also possible to create a complex architecture for decision making and er-

ror detection using interconnected DNFs to perform complex tasks [28]. This system

possesses an interaction kernel that shares many similarities with the SOM as it entails

competition amongst neurons that are far from one another while exciting those in close

proximity, for a Gaussian kernel.

2.3 The Self-Organizing Dynamic Neural Field

By exploiting the similarity between the kernels of the SOM and the DNF, Sousa [31]

developed a SODNF composed of two layers. A Self-Organizing Layer (SOL), based on

the SOM, that controls the connection weights from the input to a second layer, and

the Dynamic Neural Field Layer (DNFL), that contains a neural field whose activation is

used to generate the output of the system. The DNFL is formed by a DNF that must be

tuned so that only the null solution and a single peak solution are stable. This limitation

derives from the fact that the neural activation of the DNFL, usom(xsom, t), is used to

update the synaptic connections, a
obs→som

(

xobs, xsom, t
)

, in the SOL:
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τa
som ∂

∂t
a

obs→som

(

xobs, xsom, t
)

=
[

usom(xsom, t)
]+

0
Q̂obs

(

xobs
)

(2.13)

a
obs→som

(

xobs, xsom, t
)

=
a

obs→som

(

xobs, xsom, t
)

∥

∥

∥ a
obs→som

(

xobs, xsom, t
)

∥

∥

∥

xobs

(2.14)

∥

∥

∥ a
obs→som

(

xobs, xsom, t
)

∥

∥

∥

xobs
=

√

√

√

√

∫

xobs

[

a
obs→som

(

xobs, xsom, t
)

]2

dxobs , (2.15)

where Q̂obs
(

xobs
)

is the input to the SODNF with normalized energy and is defined as

Q̂obs
(

xobs
)

=
Qobs

(

xobs
)

√
∫

[

Qobs
(

xobs
)

]2

dxobs
, (2.16)

where Qobs
(

xobs
)

is the input to the SODNF. The value of
[

usom(xsom, t)
]+

0
is given

by

[

usom(xsom, t)
]+

0
=















usom(xsom, t) if usom(xsom, t) > 0

0 otherwise

. (2.17)

The input to the DNFL, ssom(xsom, t), is given by

ssom(xsom, t) = Csom

∫

zobs
(

xobs, t
)

a
obs→som

(

xobs, xsom, t
)

dxobs, (2.18)

where Csom is the input gain for the DNFL and zobs
(

xobs, t
)

is the input to the SOL.

The input to the SOL can be defined as

zobs
(

xobs, t
)

= Q̂obs
(

xobs
)

− ĉ
(

xobs, t
)

, (2.19)

where ĉ
(

xobs, t
)

is the normalized back propagation. This back propagation is defined

as
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c
(

xobs, t
)

=

∫

[

usom(xsom, t)
]+

0
a

obs→som

(

xobs, xsom, t
)

dxsom (2.20)

and serves as a way of controlling the separation between the formed populations. It

works by increasing the divergence velocity in an initial stage when the weights have yet

to adapt to the input to the SODNF, but progressively reduces the input to the field as

the weights adapt.

Although this model proposed by Sousa [31] was capable of correctly separating a

few trajectories in an organized manner, this was only tested with a small data sample

of simulated motions. As such it is still crucial to verify the performance of the system

with a higher amount of inputs and using acquired data to see if the system can cope

with noisy and imprecise data.



Chapter 3

The extended model for the creation of

representations

The model proposed in [31] utilized the back propagation, c
(

xobs, t
)

, of usom to increase

the separation of the populations in the layer (2.19). Despite this, no method for

controlling the influence of c was provided. In order to provide this feature a back

propagation gain, kbp, was added to (2.19) and thus the input to the SOL, zobs
(

xobs, t
)

,

is now given by

zobs
(

xobs, t
)

= Q̂obs
(

xobs
)

− kbpĉ
(

xobs, t
)

. (3.1)

Although the original model was able to create distinct logical representations for

certain inputs, in some cases an unstable behaviour could be observed (see Figure 3.1).

This behaviour is due to the influence of ssom on the stability of the DNFL. Amari [1]

determined that for an input

s(x, t) = s+ var(s(x, t)), (3.2)

such that var(s(x, t)) represents the variable component of s(x, t), and

h = s− r, (3.3)

15
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Figure 3.1: Example of an unstable SODNF. Every 30 field updates the DNFL is forcefully

reset and the input is altered. It can be seen that for the 2nd and 4th inputs the field is

unstable and keeps resetting itself as the whole field tries to become active at the same

time

where r is the resting potential, that a DNF with the equation

τ
∂u(x, t)

∂t
= −u+

∫

w(x− y)f [u(y)] dy + h+ var(s(x, t)), (3.4)

with an interaction kernel w(x), has only one stable single peak solution [1, theorem 3]

and it can only exist for h < 0 [1, theorem 1]. As such, the system must guaranty that

s < r so that there may be a stable single peak solution, which is needed for updating

a
obs→som

(2.13) and obtaining a stable output. Since the length of the stable single peak

solution, lstable, is such that

W (lstable) + h = 0 ∧
dW (lstable)

dlstable
< 0, (3.5)

where W (x) =

∫ x

0

w(y) dy, the length of the stable solution will also vary with s (see
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Figure 3.2) being that

∀lstable1, lstable2, ∃s1, s2 : s1 < s2 ⇔ h1 < h2 ⇒ lstable1 > lstable2. (3.6)

h

0

x

W
(x
)

lstable

Figure 3.2: Integral of the DNF’s kernel W (x) and the length of the stable single peak

solution, lstable.

This means that ssom influences not only the stability of the system but also the im-

portance of each input, as it will activate more neurons, increasing the output to the

connected fields as well as the region of a
obs→som

that responds to that input.

Given that Q̂obs, ĉ and a
obs→som

are all normalized, it is possible to select a value

of r such that ∀ssom : h < 0. However, the importance of each input would still vary

with its mean. Since this is an undesirable behaviour, it was opted to add an additional

step to the connection between the SOL and the DNFL so that (2.18) becomes

s′(xsom, t) = Csom

∫

zobs
(

xobs, t
)

a
obs→som

(

xobs, xsom, t
)

dxobs (3.7)

ssom(xsom, t) = s′(xsom, t)− s′ (3.8)

such that ssom = 0. Another factor that was altering the importance of each input was



18

the varying iteration times, which were dependent on the duration of the movement.

Although this duration can have meaning (from a psychological standpoint for instance),

it does not alter the type of movement and therefore should not alter its importance

when classifying the motion. To this end it was decided that the iteration time, Tp,

should be constant rather than a function of the duration of the movements, see (B.2).



Chapter 4

Model validation

Although in [31] it was shown that the model could be used to classify high-dimensional

inputs, only a small data sample – 18 goal directed actions that were decomposed into

2 parts each – of simulated data with no noise was used. This did not demonstrate how

the system would cope with real acquired data (specifically movement data), plagued

by noise, nor did it allow for a minimal parameter test in order to test the stability of

the system when faced with small parameter changes nor the selection of the optimal

parameters. To that end, two parameter tests were performed:

❼ One using a larger set of simulated data

❼ Another using acquired data with large amounts of noise

These two tests are not exactly the same since they use different objects and conditions

as will be seen in the following sections. Despite this, in both cases 5 trials will be

performed for each parameter combination, each of the trials using a different subset

of the data (in the case of the trials using simulated data) or a different order in which

the data is feed into the system (in the case of the trials using acquired data), that is

maintained across all the parametrizations.

In [31] compound movements – formed by a reaching and grasping motion (first

19
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component) followed by a handover or insertion motion (second component)– were used.

The input to the the SODNF was then composed by the colour of the grasped object

and the evolution of the joint angles over a normalized time. In the present work this

was altered being that only the first component of the movement (reaching and grasping

motion) is used, and the input to the field was reduced to the movement data given that

it already represents a high-dimensional input, sufficient per se to imply the creation of

new neural representations.

4.1 Parameter selection

Testing the influence of each parameter in the system is an impractical process. Thus,

it was necessary to limit the number of parameters to analyse in order to keep with time

constraints for the project. To that end 6 main relevant parameters were selected:

1. Tp which must guarantee that the DNFL has enough time to form a self-sustained

peak and a reasonable amount of time for updating a
obs→som

once the peak has

stabilized. This value should be as low as possible given that it can greatly influence

the amount of time required for creating the representations;

2. the time constant for the SOL, τa
som

, to control the rate at which the connections

a
obs→som

are updated, controlling how quickly populations are formed, converge,

diverge and are overwritten;

3. r for maintaining the stability of the field;

4. Csom which governs the long term effect of an input on the DNFL while ensuring

that the input has sufficient amplitude to generate a self-sustainable peak;

5. σw to change the neural distance with positive reinforcement and test its influence

on the separation distance between the formed populations;

6. kbp to regulate the influence of c and test its effects.
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To ensure that the percentage of a field occupied by a population is not dependent on

the number of neurons in the DNFL, nsom, the parameter σw is set as:

σw =
nsom
kσw

, (4.1)

where kσw is the inverse proportionality constant of the standard deviation of the in-

teraction kernel. This means that the value of σw (parameter of item 5) is not altered

directly but by altering kσw . Given that the system will be iterated with a fixed time

step, ∆t, it is possible to define Tp as

Tp = cT∆t, (4.2)

where cT is the proportionality constant of the iteration time.

For the purposes of the following tests, the default values for these parameters

were the ones presented on Table 4.1.

Table 4.1: Default parameters for the SODNF

Parameter Value

σw 50

τa
som

600

kbp 1

Csom 15

cT 30

r -0.4

4.2 Criteria for performance evaluation

In order to measure the separation between neural populations it is necessary to track

their centroids and, as such, their positions need to be recorded at the moment before

a new input is presented. This moment was chosen as its position varies in 2 instances:



22

1. during the iteration of an input which belongs to that population, when its position

is directly altered, and;

2. during the iteration of inputs from other populations, whose position is close

enough so that the activated neural region overlaps with the region of the popu-

lation being analysed.

In both cases, as the system is iterated with a constant input, the position of the

centroid will shift until a stable position is reached. From this moment on, it remains

in the same approximate position until a different input is demonstrated. Meaning that

only the position of the centroids on the moments when the input changes need to be

analysed. Given item 2, due to the normalization of a
obs→som

(2.14),the population can

be overwritten by other populations as if forgotten. This means that, only the position

after an input of that population was demonstrated – case described in item 1 – can be

determined with certainty and thus only this position will be analysed.

Although the centroids are a more accurate descriptor for the position of a neural

population than the centre of the activated region, they take longer to calculate. Given a

symmetric w and an input with a small amplitude, so as to only cause minimal distortion

of the self-sustained peak, the central position may be a sufficient approximation for the

centroid. In such cases we can use the former rather than the latter. As such, all the

statistics will be based on the position of the centre of a neural population, if it

is adequate replacement for the centroid. Being that centre of the neural population

shall only be considered as valid if the activation length is greater than the minimum

activation length, lmin, so as to not consider peaks due to the stochastic noise, ζkstoch,

or other small noises.

Once the positions of the populations have been determined it is possible to

calculate several statistics about them such as:

❼ mean and standard deviation, σ, of the position;

❼ median and quantiles, Qf , of the position;
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❼ minimum, average and maximum distance between the current/mean/median po-

sition of the populations.

From these statistics it is then possible to determine the success rate of the algorithm in

creating logical neural representations from the demonstrated data. Ideally, the formed

representation would group all the demonstrations for each scenario (c.f. Figure 4.2 and

section 4.4) as a separate population with a stable position and small dispersion – small

variations of the median, relative to the size of the field, and small Interquartile range

(IQR), relative to the size of the field. In order to test this, it is necessary to specify

when two populations are considered as separate or grouped together. Given the set of

all populations, P , the set of all stable populations, Ps ⊆ P , and the set of populations

grouped with stable population i, G(i), such that

∀i ∈ Ps : i ∈ G(i) ∧G(i) ⊆ Ps, (4.3)

then

∀a, b, c ∈ Ps : cdistpop(a, b, p) < η(a, b, p) ⇒ b ∈ G(a) (4.4)

b ∈ G(a) ⇒ G(a) = G(b), (4.5)

b ∈ G(a) ∧ b ∈ G(c) ⇒ G(a) = G(c), (4.6)

where cdistpop(a, b, p) is the circular distance between the centre of the dispersion areas

of populations a and b, which are the areas delimited by the quantiles of percentiles p−1
2

and p+1
2
. As such,

cdistpop(a, b, p) = cdistpoints( centre(a, p), centre(b, p)) (4.7)

where cdistpoints(x, y) is the circular distance between two points and centre(a, p) is the

centre of a population based on its quantiles for the p−1
2

and p+1
2

percentiles, defined as
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centre(a, p) =
1

2

[

Qf

(

a,
p+ 1

2

)

−Qf

(

a,
p− 1

2

)]

+Qf

(

a,
p− 1

2

)

(4.8)

= Qf

(

a,
p+ 1

2

)

+
1

2
Qf

(

a,
p− 1

2

)

. (4.9)

We define η(a, b, p) in (4.4) as the minimum circular distance between the centre of the

dispersion area of two stable populations, considering the dispersion area with probability

p:

η(a, b, p) = kηQa→b(a, b, p) (4.10)

where kη is the proportionality factor for the minimum distance between two populations

and Qa→b(a, b, p) is the minimum distance between populations a and b so their lower

and upper quantiles, for percentage p, do not overlap. Meaning that

Qa→b(a, b, p) =
1

2
[Qdist(a, p) +Qdist(b, p)] . (4.11)

where Qdist(i, p) is the distance between the quantiles of a population i for the probab-

ilities p−1
2

and p+1
2
, defined as

∀i ∈ P : Qdist(i, p) =
1

2

[

Qf

(

i,
p+ 1

2

)

−Qf

(

i,
p− 1

2

)]

(4.12)

(see Figure 4.1). Therefore, so long as kη ≥ 1, no two stable primitives in the same

group have overlapping areas of probability p.

A stable population is defined as any population i such that

∀i ∈ P : Qdist(i, p) ≤ mean
x∈P

(

Qdist(x, p)
)

+ kdisp std
x∈P

(

Qdist(x, p)
)

⇒ i ∈ Ps (4.13)

where meanx∈P and stdx∈P are the mean and standard deviation ∀x ∈ P , respectively.

The parameter kdisp is the proportionality factor for the maximum dispersion of a popu-

lation and is defined as The unstable populations are ignored for the formation of groups

as, due to their abnormal dispersion relative to the rest of the data, they may cause well
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Figure 4.1: Example of the distance between two populations

defined and separated groups to be considered as a single group due to the presence of

outliers.

As such, the parameters for analysing the data are:

❼ the fraction of the iterations that must have produced a stable centroid in the

DNFL, success rate;

❼ the number of previous centroid positions over which to evaluate if Qdist(i, p) >

η(a, b, p) for any two populations, eval window;

❼ the probability of the centroid being in the area of dispersion considered, p;

❼ the fraction of the previous eval window iterations during which two populations

must have a distance above η(a, b, p) to be considered as separated, theval window;

❼ the number of previous iterations of a population used for calculating its current

dispersion area (Qdist), Qwindow;

❼ the fraction of the number of populations that should not be ignored, relative to

the total number of populations, thdisp;
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❼ and the fraction of the total iterations during which a population must have a

dispersion inferior to the minimum dispersion at that time to not be ignored,

thignored.

4.3 Tests with Simulated movements

In order to obtain a considerably large data sample of trajectories with controlled vari-

ability it was not feasible to use real data. It would be nearly impossible to perform the

same movement hundreds of times with controlled variation and, for small variations,

the noise would likely represent the majority of the difference. As such, it was decided

to use a simulator for generating human-like trajectories developed in the Mobile and

Anthropomorphic Robotics Laboratory (MARLab) [6].

4.3.1 Experimental set-up

Using the aforementioned simulation software, 10 scenarios were created. In these the

Anthropomorphic Robotic System (ARoS) must reach to grasp a cylinder, with varying

hight and/or position, while possibly having to avoid a short or tall obstacle in different

positions (see Figure 4.2). These scenarios were chosen because they allow for testing:

❼ changes in the target position along the 3 spacial axis, given the different (x, y)

position of the target object and the variation of the grasp position in the z axis

between the shorter and taller cylinders (see Figure 4.3);

❼ the presence of an obstacle of varying size and/or in a different position.

After generating the dataset of simulated trajectories, the same tests were run 5

times for each of the analysed combinations of the test parameters (see section 4.1),

to see if the results were consistent. Because of the time required for testing with a

large amount of data, the dataset used for each trial is composed of a unique subset

of the complete database (each trajectory can appear in 2 or more trials but not all
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(a) SC at CP1 (b) TC at CP1 (c) TC at CP1 w/SO

at OP1

(d) TC at CP1 w/TO

at OP1

(e) SC at CP2 (f) TC at CP2 (g) TC at CP2 w/SO

at OP1

(h) TC at CP2 w/TO

at OP1

(i) TC at CP1 w/SO at

OP2

(j) TC at CP1 w/TO at

OP2

Figure 4.2: Simulated scenarios where: SC – Short Cylinder, TC – Tall Cylinder, CP1 –

Cylinder Position 1 (close and to the right), CP2 – Cylinder Position 2 (far and to the

centre), SO – Short Obstacle, TO – Tall Obstacle, OP1 – Obstacle Position 1 (further

from the robot) and OP2 – Obstacle Position 2 (closer to the robot)

the trajectories can be the same). Each subset is formed by randomly selecting unique

trajectories. The order in which the trajectories are used is selected randomly and each

trajectory is shown only once.

Ideally, the robot would be able to create a neural representation for each scenario

and arrange them so that the populations will be organized based on their similarity (for

instance, the populations representing the target cylinder being in position 1 should be
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(a) End posture for scenario (a) (b) End posture for scenario (b)

Figure 4.3: End postures for scenarios (a) and (b)

closer to each other than to those referring to position 2 or, the populations representing

the short cylinder being closer to each other than to the ones representing the tall

cylinder).

4.3.2 Generating movements

As mentioned in the introduction of section 4.3, the simulation software selected for this

work was designed to generate human-like trajectories [6]. This is an important feature

as one of the intended purposes of the system presented in this work is to autonomously

generate neural representations of observed human actions. Another important feature

of this software is the ability to define the joint expense factors, λ = (λ1, λ2, . . . , λ11).

These are used for determining the arm (first seven joints) and hand (remaining joints)

joint angles for the final posture, θf =
(

θf 1, θf 2, . . . , θf 11
)

, and the bounce posture,

θb = (θb1, θb2, . . . , θb11), based on

θf = min
θf∈Θf⊂R

11

11
∑

k=1

λk

(

θf k − θ0k
)2
, λk ≥ 0 (4.14)

θb = min
θb∈Θb⊂R

11

11
∑

k=1

λk

(

θbk − θ0k
)2
, λk ≥ 0 (4.15)

where θ0 = (θ01, θ02, . . . , θ011) is the initial posture [6, section 3.1]. As such, by altering

these weights, it is possible to generate a large set of trajectories for the arm, with a
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controlled degree of variation, in a relatively small amount of time (something that would

not be possible from observing a human).

In order to obtain several trajectories for the same end posture it was decided that,

for each trajectory for which a collision was detected, 10 different bounce postures would

be used instead of just the optimum posture, as was the case in [6]. As in this case

the trajectories do not have to be calculated in real time as the robot is not executing

a task, more complex and time consuming search grids for the bounce points (from

which the bounce postures are calculated using inverse kinematics) than those used in

[6] are possible. As such, a tighter spherical grid, originating in the mid point of the

base trajectory (see Figure 4.4) is used, so as to minimise the displacement of the arm.

The selected bounce positions are the first 10 that appear in the search order (which

starts with the points closest to the mid point of the base trajectory and progressively

increases the search radius), for which a collision is not detected [6, section 3.4].

Figure 4.4: Possible bounce positions for scenario (g)

By giving each of the expanse factors for the arm joints, (λ1, . . . , λ7), a combina-

tion of 3 values – 1, 10 and 100 – and repeating the process several times, around 7800

trajectories were generated for each scenario (as can be seen in Table 4.2).
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Scenario Trajectories %

1 7457 9.57

2 8675 11.14

3 7667 9.84

4 8351 10.72

5 7947 10.20

6 6291 8.08

7 7978 10.24

8 8503 10.92

9 7568 9.72

10 7462 9.58

Total 77899 100

Table 4.2: Number of trajectories per simulated scenario and overall percentage

4.3.3 Results and analysis

Given the time constraints for this work and the amount of time required for calculating

and analysing each trial of each parametrization (as mentioned in subsection 4.3.1),

the number of inputs for this simulation was set at 15000 for each trial, corresponding

to less than 20% of the total trajectories. This number was chosen so as to give the

field sufficient time to stabilize. Due to the variability of the simulated motions, caused

by the wide range of expense factors, coupled with the small number of trajectories

for each expanse factor and the small percentage of used trajectories for each trial, it

becomes difficult to apply the criteria described in section 4.2 to the scenarios described

in Figure 4.2. Despite this, the separation by scenario is the most logical representation

of the data from the perspective of a human user, either performing a collaborative task

or teaching the robot, even though it may not the most adequate criteria for considering

two trajectories as belonging to the same basic type from the perspective of the robot,

it is the one that the user will most likely expect and desire, and therefore the criteria
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SC at CP1 TC at CP1 TC at CP1 w/SO at OP1

TC at CP1 w/TO at OP1 SC at CP2 TC at CP2

TC at CP2 w/SO at OP1 TC at CP2 w/TO at OP1 TC at CP1 w/SO at OP2

TC at CP1 w/TO at OP2

Figure 4.5: Results from 2nd trial for Csom = 20

used. Being that the case the system will produce results such as the ones displayed in

Fig. 4.5. From this figure alone it is hard to see the overlapping areas for the various

centroid positions from the different base populations. To that end Figs. 4.6 to 4.8 were

generated, in which only part of the populations are shown. Using these figures, it is

possible to see that some of the trajectories were placed in a different position than the

rest of the trajectories in the same population, this was most likely due to a jump in the

value of the joint expense factors, λ = (λ1, λ2, . . . , λ11), producing a trajectory through

a considerably different path. Another observation that can be made is the grouping

of the majority of the trajectories with the same target position. In the case of the

target cylinder in position 1 (CP1), which is closer to the robot and to the side of the

obstacle in position 1 (OP1) making the motion required for grasping the target easier

and more direct, there was no obvious distinction between the presence or absence of

the obstacle as seen in Fig. 4.7 (see Figure 4.2). In contrast, in the case of the target

cylinder in position 2, there was a slight difference in the position of the centroids though

it remained far closer to the rest of the trajectorises in the same position than those for

CP1. This separation is most likely due to this position being more obstructed by an
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SC at CP1 TC at CP1 TC at CP1 w/SO at OP1

TC at CP1 w/TO at OP1 SC at CP2 TC at CP2

TC at CP2 w/SO at OP1 TC at CP2 w/TO at OP1 TC at CP1 w/SO at OP2

TC at CP1 w/TO at OP2

Figure 4.6: Results from 2nd trial for Csom = 20, for only the objects with target in CP1

and no obstacle in OP2

SC at CP1 TC at CP1 TC at CP1 w/SO at OP1

TC at CP1 w/TO at OP1 SC at CP2 TC at CP2

TC at CP2 w/SO at OP1 TC at CP2 w/TO at OP1 TC at CP1 w/SO at OP2

TC at CP1 w/TO at OP2

Figure 4.7: Results from 2nd trial for Csom = 20, for only the objects with target in CP2
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SC at CP1 TC at CP1 TC at CP1 w/SO at OP1

TC at CP1 w/TO at OP1 SC at CP2 TC at CP2

TC at CP2 w/SO at OP1 TC at CP2 w/TO at OP1 TC at CP1 w/SO at OP2

TC at CP1 w/TO at OP2

Figure 4.8: Results from 2nd trial for Csom = 20, for only the objects with target in CP1

and no obstacle in OP2

obstacle in OP1 than CP1 (see Figure 4.2). In the case of the remaining 2 situations the

object is causing the most obstruction so it stands to reason that since the trajectories

diverge more frequently than in the other case, so does the centroid position. From this

example it was possible to see that even though not all the trajectories were groupped

together there was still a logical relation between the positions of the centroids and the

similarity of the situations.

4.4 Tests with Observed movements

4.4.1 Experimental set-up

To test the real world application of the system 2 target objects of similar shape are used

– a nut and a wheel (see Figure 4.9). These objects were chosen because of their small

height which reduced the chances of occluding the arm of the human demonstrator.

Unlike the cylinders used for the simulated scenarios, these objects have virtually the
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Figure 4.9: Objects used for acquiring data – nut on the left and wheel on the right

same height so the grasping position should not be significantly different in terms of z

axis position. Despite this, the (x, y) position of the objects will still vary considerably

as the objects will be placed around 3 reference positions (see Figure 4.10), not straying

further than their own radius from each of the corresponding reference positions.

(a) To the right of the

demonstrator

(b) At the centre and far

away from the demonstrator

(c) To the left of the demon-

strator

Figure 4.10: Approximate real world positioning of the objects (position is viewed from

the perspective of the observer)

Another difference from the simulated scenario is the different grasping possibilities

for the nut (see Figure 4.11(a) and (b)) being that it can be grasped in 2 ways –

above grip and side grip. Although the wheel is also grasped using an above grip

(see Figure 4.11(c)), because of the dimensions of the object, the posture tends to be

slightly different from the same grasp type for the nut. This adds variability that would
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be desirable for the system to pick up on. From these differences in objects, position

and grasp type 9 scenarios can be formed, encompassing all possible combinations.

(a) Grasp Nut with Above

Grip (GNAG)

(b) Grasp Nut with Side Grip

(GNSG)

(c) Grasp Wheel with Above

Grip (GWAG)

Figure 4.11: Possible grasping types for each object

Given that the objective of this work is not the accurate tracking of a human

demonstrator, these scenarios do not feature an obstacle, contrary to what was done in

the simulated scenarios, as it could compromise the tracking of the arm by occluding it.

Since the intended application scenario for this system is learning from user demon-

stration, it must be able to learn from only a few demonstrations. Seeing how the users

would not want to repeat the same task multiple times and because certain demonstra-

tion may require large amounts of time to perform [7]. As such, only a small number

of demonstration should be performed for each of the 9 scenarios, meaning that there

will be a small dataset with which to work. Because of this, contrary to the simulated

scenario, each trajectory will have to be used several times. To that end, each of the

5 trials performed in this stage has a fixed randomly selected order in which the inputs

are demonstrated, being that each trajectory is use approximately the same number of

times.

The desirable outcome of these tests is that the SODNF will be able to distinguish

between the motions for an above grip and a side grip, between grasping from close to

each of the reference positions and, as mentioned above, between grasping a nut or a

wheel, while organizing them in a logical way – placing the more similar motions closer

to each other in the DNFL.
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4.4.2 Kinect for movement data acquisition

In order to obtain the joint angles from observation it was decided to use a Kinect Sensor

for Xbox One and an Adapter for Windows along with the Kinect for Windows SDK 2.0

1 so as to use its body tracking functionality, which tracks 25 skeletal joints per person

[21] (see Figure 4.12).

Figure 4.12: Overlay of a body frame acquired using Kinect Studio on the depth frame

Although the Kinetic SDK 2.0 is capable of determining the rotation quaternions for

each joint, from which it is possible to calculate the angles for each of the arm joints,

how this is done is not described. As such, in order to have a better understanding

of the process for calculating the joint angles and to avoid dependence on the specific

hardware and/or software, the decision was made to implement the code for determining

the joint angles based on the joint positions. These points are still calculated using the

Software Development Kit (SDK) but could be obtained through other image processing

techniques or using visual markers.

1The specific version was 2.0.1410.19000, publised 10/21/2014[20]
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4.4.3 Determining the joint angles

For the purposes of this thesis only the arm joints were considered. Although the arm

only has three joints (shoulder, elbow and wrist), unlike the robotic arm, each joint can

have multiple Degrees of Freedom (DoFs) and therefore multiple angles per joint. These

angles are distributed in the following way:

❼ the shoulder joint has three DoFs associated with 3 angles (θshoulder z, θshoulderx

and θshoulder y);

❼ the elbow joint has one DoF associated with the elbow rotation, θelbow;

❼ the shoulder joint has three DoFs associated with 3 angles (θwrist z, θwristx and

θwrist y).

In order to determine the rotation angles, one must first define the reference axes

for the rotation. In this work it was decided that the reference axes would be defined

such that the z axis is oriented in the direction of the supporting link – the link that

connects the previous joint in the hierarchy to the desired joint – the y axis is defined so

that it corresponds to the axis of rotation for the joints that present only one possible

axis of rotation, and the x axis corresponds to the normal of the rotation that transforms

the y axis into the x axis. In the case of the joints that present more than a single axis

of rotation, the axes is chosen so as to minimize the rotation from one joint to the next

in the hierarchy (from the hip centre to the extremities). Given the reference position

shown in Figure 4.13, the axes of rotation are the ones presented in Figure 4.14.

Let us consider a nomenclature where:

❼ APjoint = (x, y, z)T is the position of joint on the axes of joint A,

❼ A~vlink =
A−−−−−−−→
PprevPjoint is the vector of the link named link that ends in joint and

starts in joint prev, the previous joint in the hierarchy relative to joint, on the

axes of joint A,
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Figure 4.13: Reference position – facing towards the camera with both arms stretched

out to the sides and the palm of the hands turned towards the camera

❼ vlinki is the ith element of A~vlink,

❼ Av̂link is the unit vector of A~vlink,

❼ Rot(axis, θ) is the 3× 3 rotation matrix for a rotation around axis of an angle θ,

❼ ARB is the total 3× 3 rotation matrix from axes A to B,

❼ Roth(axis, θ) is the 4× 4 homogeneous rotation matrix for a rotation around axis

of an angle θ defined as

Roth(axis, θ) =



















0

Rot(axis, θ) 0

0

0 0 0 1



















, (4.16)
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zx
y

Link

Joint

x axis

y axis

z axis

Figure 4.14: Reference position and axes of rotation for calculating the joint rotations,

as seen from the perspective of the camera (labelled axes), when the person is facing

towards the camera (see Figure 4.13, note: not to scale)

❼ Transh(p) is the 4× 4 homogeneous translation matrix of value p,

❼ ATB is the total transformation matrix from axes A to B, and

❼ Ax̂B,
AŷB,

AẑB are the directional unit vectors of axis x, y, z, respectively, of

referential B relative to axes A.

Given the reference axes chosen,

Av̂link = Aẑjoint, (4.17)

which means that

jointv̂link = (0, 0, 1)T (4.18)
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and

B~vlink = Rot
(

Aẑjoint, θz

)

A~vlink ⇒ B~vlink = A~vlink (4.19)

⇒ B v̂link = Aẑjoint, (4.20)

where link is the link that ends in joint and starts on the previous joint in the hierarchy,

prev. As such

B~vlink = Rot
(

jointẑjoint, θz

)

joint~vlink

= Rot
(

(0, 0, 1)T , θz

)

jointv̂link ⇒ B~vlink = joint~vlink. (4.21)

When a joint presents a rotation order Y,X,Z relative to the new axes, i.e.

ARC = Rot
(

AŷA, θy

)

Rot
(

Bx̂B, θx

)

Rot
(

C ẑC , θz

)

(4.22)

= Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

)

Rot
(

(0, 0, 1)T , θz

)

, (4.23)

– as is the case of the shoulder joint – then

jointv̂next link = jointRpre rot z
pre rot zRnext

nextv̂next link

= jointRpre rot zRot
(

pre rot zẑpre rot z, θz

)

nextv̂next link (4.24)

= jointRpre rot z
nextv̂next link

= Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

)

nextv̂next link (4.25)

where pre rot z is the axes before the rotation around the z axis is performed. Based on

(4.18), it is possible to determine that

jointv̂next link =













cos(θx) sin(θy)

− sin(θx)

cos(θx) cos(θy)













(4.26)

(see section A.1 for prof). As such, the angles for the rotation around the x and y axes

can be determined as follows

θx = arcsin(−vnext link2), ∀θx ∈ [−π/2, π/2[ (4.27)

θy = arctan2(vnext link1, vnext link3), ∀θx ∈ ]−π/2, π/2[ (4.28)
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(c.f. subsubsection 4.4.3.1 for limitations), where arctan2(y, x) is the four quadrant

inverse tangent. Once these angles are known, it is possible to apply the inverse rotations,

leaving only the rotation around the z axis, for which more data (another point or vector)

is needed

pre rot zP = pre rot zRnext
nextP (4.29)

= pre rot zRjoint
jointRnext

nextP

= Rot
(

(1, 0, 0)T ,−θx

)

Rot
(

(0, 1, 0)T ,−θy

)

jointRnext
nextP (4.30)

= Rot
(

pre rot zẑpre rot z, θz

)

nextP (4.31)

meaning that

pre rot zP = Rot
(

(1, 0, 0)T ,−θx

)

Rot
(

(0, 1, 0)T ,−θy

)

jointP. (4.32)

If the next joint, after next, presents only one DoF then, given the way in which the

reference axes were defined,

nextP = nextRafter next
after nextP (4.33)

⇔ pre rot zP = pre rot zRnext
nextRafter next

after nextP

= Rot
(

pre rot zẑpre rot z, θz

)

Rot
(

nextŷnext, θs

)

after nextP. (4.34)

This means that

pre rot zv̂after next l = Rot
(

pre rot zẑpre rot z, θz

)

Rot
(

nextŷnext, θs

)

after nextv̂after next l

(4.35)

=













cos(θz) sin(θs)

sin(θz) sin(θs)

cos(θs)













(4.36)

where after next l is the link that starts in next and ends in after next (see section A.2

for prof). As such

θz = arctan2(vafter next l2, vafter next l1), ∀θs ∈ ]0, π[ (4.37)

θs = arccos(vafter next l3), ∀θs ∈ [0, π[ (4.38)
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(c.f. subsubsection 4.4.3.1 for limitations).

When the rotation order is Z, Y,X relative to the new axes – as is the case of the

wrist joint – the system is characterized by

jointv̂link = jointRpos rot z
pos rot zRnext

nextv̂link

= Rot
(

jointẑjoint, θz

)

pos rot zRnext
nextv̂link (4.39)

⇔ nextv̂link = nextRpos rot zRot
(

pos rot zẑpos rot z,−θz

)

jointv̂link

= nextRpos rot z
jointv̂link (4.40)

= Rot
(

(1, 0, 0)T ,−θx

)

Rot
(

(0, 1, 0)T ,−θy

)

jointv̂link, (4.41)

where pos rot z is the axes obtained after the rotation around the z axis of joint is

performed. Using (4.18) (as in the case of the Y,X,Z rotation order),

nextv̂link =













− sin(θy)

sin(θx) cos(θy)

cos(θx) cos(θy)













(4.42)

(see section A.3 for prof). Meaning that the angles for the x and y axis can be determined

based on

θx = arctan2(vlink2, vlink3), ∀θx ∈ [−π/2, π/2[ (4.43)

θy = arcsin(−vlink1), ∀θx ∈ ]−π/2, π/2[ (4.44)

(c.f. subsubsection 4.4.3.1 for limitations). Applying the inverse rotations for the calcu-

lated angles using

pos rot zP = pos rot zRjoint
jointP

= pos rot zRnext
nextRjoint

jointP

= Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

)

nextRjoint
jointP (4.45)

= Rot
(

pos rot zẑpos rot z,−θz

)

jointP, (4.46)

so that

pos rot zP = Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

)

nextP, (4.47)
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which means that the z axis of pos rot z and joint are already aligned, leaves only the

angle that aligns the x or y axis of the two axes (given that it is only the angle of

rotation around the z axis) to be calculated. If the previous joint, prev, possesses

only one DoF which, given the way in which the reference axes were defined, this

corresponds to a rotation around the y axis of prev. This axis can be calculated based

on pos rot zv̂prev link ×
pos rot zv̂link as

pos rot zŷprev link =
pos rot zv̂prev link ×

pos rot zv̂link

‖ pos rot zv̂prev link ×
pos rot zv̂link‖

(4.48)

(c.f. subsubsection 4.4.3.1 for limitations). It also means that

Aŷprev link = Aŷlink. (4.49)

From this it is now possible to calculate θz as follows

pos rot zŷlink = pos rot zRjoint
jointŷlink (4.50)

= Rot
(

pos rot zẑpos rot z,−θz

)

jointŷprev link

=













sin(θz)

cos(θz)

0













(4.51)

∴ θz = arctan2(y1, y2), (4.52)

where y1 and y2 are the 1st and 2nd elements (x and y coordinates), respectively, of

pos rot zŷlink.

As can be seen in (4.26) and (4.42) – the calculations required for obtaining the

first angles for each order, Y,X,Z and Z, Y,X respectively – in order to calculate the

joint angles, the coordinates of the points need to be calculated in relation to two axes

– joint for the Y,X,Z order and next for the Z, Y,X order – meaning that the first

step is to calculate the coordinates in respect to these two axes. To do this, two steps

are necessary:

1. align the z axis of the desired joint, desired, with that of the current axes, cur axes

obtaining the axes z aligned, for which the z axis of desired and z aligned are the
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same, meaning that only a rotation around the z axis is required to transform

z aligned into desired;

2. align the remaining axis by aligning either the x or y axis of desired with the

corresponding axis of z aligned.

To perform item 1, since both the original axis, z axis of z aligned, and the desired axis,

z axis of desired are known, we can use their cross and dot products

(~u× ~v) ⊥ ~u ∧ (~u× ~v) ⊥ ~v (4.53)

~u · ~v = ‖~u‖‖~v‖ cos(θ) (4.54)

to calculate a normal vector to their plane of rotation – a possible rotation axis, n̂ – as

well as the angle of rotation around this axis, θ, defined as

n̂ =
~u× ~v

‖~u× ~v‖
(4.55)

θ = arccos

(

~u · ~v

‖~u‖‖~v‖

)

(4.56)

(c.f. subsubsection 4.4.3.1 for the limitations of this formula). It is now possible to

determine a rotation matrix that aligns ~u with ~v, from n̂ and θ, using Rodrigues’ rotation

formula

Rot(n̂, θ) = I + sñ+ (1− c)ñ2 (4.57)

=













c+ n2
1(1− c) n1n2(1− c)− n3s n1n3(1− c) + n2s

n1n2(1− c) + n3s c+ n2
2(1− c) n2n3(1− c)− u1s

n1n3(1− c)− n2s n2n3(1− c) + n1s c+ n2
3(1− c)













, (4.58)

where c = cos(θ), s = sin(θ) and ñ is the antisymmetric matrix of n̂ (4.55), defined as

ñ =













0 −n3 n2

n3 0 −n1

−n2 n1 0













. (4.59)

As such and given (4.17), by replacing ~u with cur axesv̂desired link and ~v with
cur axesẑcur axes

in (4.55) and (4.56), Rot
(

n̂z aligned, θz aligned
)

, where n̂z aligned and θz aligned correspond
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to n̂ and θ after substituting ~u and ~v, becomes a rotation matrix that transforms cur axes

into z aligned, being that

z alignedv̂desired link = Rot
(

n̂z aligned, θz aligned
)

cur axesv̂desired link (4.60)

z alignedP = Rot
(

n̂z aligned, θz aligned
)

cur axesP, (4.61)

In order to finish aligning the desired axes and the reference axes, as stated in

item 2, the current reference axes, z aligned, must be rotated so that the x and y axis

of both the reference axes and the shoulder axes align. Let z alignedâdesired be the unit

vector of either the x or y axis of the desired axes whose is known relative to the

z aligned axes and z alignedâz aligned the corresponding axes of z aligned. Than, by repla-

cing ~u and ~v in (4.55) and (4.56) by z alignedâdesired and z alignedâz aligned, respectively,

Rot(n̂desired, θdesired) now becomes the rotation matrix that transforms the z aligned

into the desired axes

desiredâdesired = Rot(n̂desired, θdesired)
z alignedâdesired (4.62)

desiredP = Rot(n̂desired, θdesired)
z alignedP. (4.63)

4.4.3.1 Correcting the issues

The solution presented in subsection 4.4.3 has a few issues that will be seen next. Some

of these issues may cause problems when calculating the joint angles for the arm and

must therefore be addressed. The issues that do not affect the calculations of the arm

angles will still be explained, although not corrected, given that the same formulas that

present said issues may be required for calculating other angles.

One issue with the solution presented in subsection 4.4.3 is the duality of the axis

of rotation given by (4.55), which can be derived from

~u× ~v = ‖u‖‖v‖ sin(θ)n̂ (4.64)

where n̂ is the unit vector perpendicular to ~u and ~v for which the angle of rotation

around n̂ that aligns ~u with ~v, θ, is such that θ ∈ ]0, π[ – for θ = 0 ∧ θ = π the cross
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product is null and any unit vector perpendicular to ~u can serve as the axis of rotation,

such as the normalized vector
(

u2/
√

u22 + u21,−u1/
√

u22 + u21, 0
)T

. This angle is the

same as the one calculated in (4.56). When the angle of rotation, θ, for a given n̂,

would be a value in the interval ]−π, 0[, the axis becomes −n̂ and the accompanying

angle turns into 2π − θ. Although this does not cause an error when using the rotation

matrix defined as Rot(n̂, θ) in (4.58), as both axis and angle are used, it may however

cause an error when only the axis is used, as in the case of (4.48) and (4.90) (c.f.

subsubsection 4.4.3.2), or when only the angle is used. Given that this error only occurs

when

∠(~u,~v) /∈ ]0, π[ , (4.65)

that all joints with a single DoF, for the reference system used, all have an angle of

rotation in the interval ]0, π[ and, since when no rotation is applied to the shoulder

link the angle corresponds to π/2 radians, the shoulder link can not rotate enough so

that (4.65) becomes true, as it would need to rotate at least π/2 radians so that (4.90)

would be incorrect, this issue will not affect the calculations.

Another issue are the singularities of (4.26), (4.36) and (4.42) that occur when

θx = +−π/2, θs = 0∨θs = π and θy = +−π/2, respectively. In all these situations we end

up with arctan2(0, 0) and the values of θy, θz and θx, for θx = +−π/2, θs = 0 ∨ θs = π

and θy = +−π/2 respectively, have to be calculated based on previous information –

either maintaining the previous value or estimating the angle based on its variation, if it

was the first value then there is no way of knowing until a different value appears.

The final issue occurs when cos(θx) < 0, for the angles determined from (4.26),

sin(θs) < 0, for angles determined from (4.36), and cos(θy) < 0, for angles determined

from (4.42). Given that (4.26) and (4.42) are very similar – only changing θx for θy and

the order of the terms of the vector – the limitations for θx in (4.26) are the same as

the ones for θy in (4.42) and, therefore, only (4.26) will be analysed. Let

a = |cos(θx)| (4.66) b = |sin(θs)| (4.67)

than, for cos(θx) < 0 and sin(θs) < 0,
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θy = arctan2(vnext link1, vnext link3)

= arctan2(−a sin(θy),−a cos(θy))

= arctan2(a sin(θy + π), a cos(θy + π))

= arctan2(sin(θy + π), cos(θy + π))

= θy + π (4.68)

θz = arctan2(vafter next l2, vafter next l1)

= arctan2(−b sin(θz),−b cos(θz))

= arctan2(b sin(θz + π), b cos(θz + π))

= arctan2(sin(θz + π), cos(θz + π))

= θz + π (4.69)

∴ cos(θx) > 0 (4.70)

⇒ θx ∈ ]−π/2, π/2[ (4.71)

∴ sin(θs) > 0 (4.72)

⇒ θs ∈ ]0, π[ . (4.73)

Since θs in (4.36) is only applied to joints with a single DoF, which all present an angle

of rotation in the the interval ]0, π[, (4.73) is always uphold. Therefore, no alterations to

(4.36) are needed. Given that, in this work, these formulas will only be used to calculate

the arm angles and that only the wrist presents a rotation order of type Z, Y,X, the

rotation order for which (4.36) is needed, no alterations to (4.42) are required given that

the angles of rotation around the x and y axis for the wrist are both within the limit

allowed by (4.71). In the case of (4.26), which applies to the shoulder joint, (4.71) is

not true given that the rotations around both the x and y axis have a range of motion

greater than π radians. This means that a more complex system must be employed to

determine the correct rotations, rather than just using (4.27) and (4.28). To that end

(4.27) can be altered to

θx = arctan2

(

−vnext link2,
vnext link1
sin(θy)

)

. (4.74)

Because the restriction on θx was removed, the system can now return two different

angle combinations – the desired one, presented in (4.74) and (4.28), and an erroneous
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solution – given that the same vector can be obtained through two distinct rotations

jointv̂next link =













cos(θx) sin(θy)

− sin(θx)

cos(θx) cos(θy)













=













(− cos(θx))(− sin(θy))

− sin(θx)

(− cos(θx))(− cos(θy))













=













cos(π − θx) sin(θy + π)

− sin(π − θx)

cos(π − θx) cos(θy + π)













. (4.75)

As seen in (4.68), if cos(θx) < 0 the value obtained from (4.28) will be the incorrect

value of θy+π meaning that (4.74) will give the value of π−θx since the second rotation

was considered as the correct one

θx = arctan2

(

−vnext link2,
vnext link1
sin(θy + π)

)

(4.76)

= arctan2

(

sin(θx),
cos(θx) sin(θy)

− sin(θy)

)

= arctan2(sin(θx),− cos(θx))

= arctan2(sin(π − θx), cos(π − θx))

= π − θx, (4.77)

the same value would have been obtained even if vnext link3/ cos(θy + π) had been used

instead of vnext link1/ sin(θy + π) (although the use of one or the other can have an

impact on the precision of the calculation due to floating point error when sin(θy) ≈ 0

or cos(θy) ≈ 0). Because the calculation of the pos rot z axes depends on θx and θy

(see (4.32)), the value of θz will also be affected as the axis obtained will be rotated an

additional π radians

pre rot zP = Rot
(

(1, 0, 0)T ,−(π − θx)
)

Rot
(

(0, 1, 0)T ,−(θy + π)
)

jointRnext
nextP

= Rot
(

pre rot zẑpre rot z, θz + π
)

nextP (4.78)
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(see section A.4 for prof), meaning that (4.37) will give the value θz + π. If the values

given by (4.74), (4.28) and (4.37) are within the angular limits of the joint then they

are correct. If not, the alternative value is selected

αy = arctan2(vnext link1, vnext link3) (4.79)

αx = arctan2

(

−vnext link2,
vnext link1
sin(αy)

)

(4.80)

αz = arctan2(vafter next l2, vafter next l1) (4.81)

θy =















αy if αx ∈ Sjointx ∧ αy ∈ Sjointy ∧ αz ∈ Sjointz

αy − π if otherwise

(4.82)

θx =















αx if αx ∈ Sjointx ∧ αy ∈ Sjointy ∧ αz ∈ Sjointz

π − αx if otherwise

(4.83)

θz =















αz if αx ∈ Sjointx ∧ αy ∈ Sjointy ∧ αz ∈ Sjointz

αz − π if otherwise

, (4.84)

where Sjointx, Sjointy and Sjointz are the sets of all possible values for rotation angles

around the x, y and z axis respectively.

4.4.3.2 Application to the arm

Given the desired angles – shoulder, elbow, and wrist angles – it is possible to start

with either the shoulder or wrist angles. Starting with the shoulder angles, the first

step, as seen in subsection 4.4.3, is to align the shoulder axes and the reference axes,

camera. Using (4.55), (4.56) and (4.61)

n̂z aligned =
camera~vshoulder ×

cameraẑcamera

‖ camera~vshoulder ×
cameraẑcamera‖

(4.85)

θz aligned = arccos

( camera~vshoulder ·
cameraẑcamera

‖ camera~vshoulder‖‖
cameraẑcamera‖

)

(4.86)

z alignedP = Rot
(

n̂z aligned, θz aligned
)

cameraP, (4.87)
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to align the the z axis we obtain something similar to Figure 4.15. To obtain those

results, it is necessary to also apply a translation to the joint positions

z alignedTz aligned = Roth
(

n̂z aligned, θz aligned
)

Transh(−
cameraPshoulder) (4.88)







z alignedP

1






= z alignedTz aligned







cameraP

1






. (4.89)

Given that the calculations to determine the joint angles are based on the vectors of the

links and,therefore, not on the joint positions but on their difference, the translation is

unnecessary in order to obtain the desired data. As such, although the figures presented

here will have the translation applied to the joints, this will be merely for presentation

purposes in order to make the visualization of the alignment of the various axes simpler.

Being that the case, no further translation will be described (although the process is

identical to the one performed in (4.88) and (4.89)). The next step is performing

Link before

Link after

Joint

x axis

y axis

z axis

zx
y

(a) Position and orientation of all joints be-

fore and after transformation

z
x

y

Link arm

Link spine

Joint

x axis

y axis

z axis

(b) Position and orientation of the arm and

spine joints after transformation

Figure 4.15: Transformation of the joint positions in order to align the z axis of the

shoulder with that of the reference axes. (The axis with a label on the figures, in

this and in the following figures, correspond to axis of the reference axes for the joint

positions)

the alignment of the x and y axis of the shoulder with the corresponding axis in the
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z aligned using (4.63). To do this either z alignedx̂shoulder or z alignedŷshoulder must be

known. Since, for the reference axes chosen, z alignedx̂shoulder corresponds to the axis of

rotation between z aligned~vupper spine and z aligned~vshoulder then

z alignedx̂shoulder =
z aligned~vupper spine ×

z aligned~vshoulder

‖ z aligned~vupper spine ×
z aligned~vshoulder‖

. (4.90)

Replacing in (4.55), (4.56) and (4.63)

n̂z aligned =
z alignedx̂shoulder ×

z alignedx̂z aligned

‖ z alignedx̂shoulder ×
z alignedx̂z aligned‖

(4.91)

θz aligned = arccos

(

z alignedx̂shoulder ·
z alignedx̂z aligned

‖ z alignedx̂shoulder‖‖
z alignedx̂z aligned‖

)

(4.92)

shoulderP = Rot(n̂shoulder, θshoulder)
z alignedP, (4.93)

the shoulder becomes the current axes (see Figure 4.16), as required for the calculation

of the shoulder and elbow angles.

Link before

Link after

Joint

x axis

y axis

z axis

z
x

y

(a) Position and orientation of the arm and spine

joints before and after transformation

z
x

y

Link arm

Link spine

Joint

x axis

y axis

z axis

(b) Position and orientation of the arm and

spine joints after transformation

Figure 4.16: Transformation of the joint positions in order to align the x axis of the

shoulder axes with the corresponding axis of z aligned

Using (4.80) and (4.79) to calculate the temporary values for θx and θy

αy = arctan2(vupper arm1
, vupper arm3

) (4.94)

αx = arctan2

(

−vupper arm2
,
vupper arm1

sin(αy)

)

, (4.95)
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where vupper arm1
, vupper arm2

and vupper arm3
are the 1st, 2nd and 3rd elements, respect-

ively, of shoulder~vupper arm. Removing the calculated rotations, as in (4.32), we obtain

pre rot zP = Rot
(

(1, 0, 0)T ,−αx

)

Rot
(

(0, 1, 0)T ,−αy

)

shoulderP, (4.96)

meaning that

pre rot zP = Rot
(

(0, 0, 1)T , θz

)

elbowP ∨ pre rot zP = Rot
(

(0, 0, 1)T , θz + π
)

elbowP

(4.97)

(see Figure 4.17). It is now possible to calculate the remaining temporary angle for the

z
x

y

(a) Case where αx and αy

correspond to θx and θy

Link arm

Link spine

Joint

x axis

y axis

z axis

z
x

y

(b) Case where they do not

correspond

Figure 4.17: Remove rotations around x axis and y axis of the shoulder

shoulder and the angle of the elbow using (4.81) and (4.38), respectively,

αz = arctan2(vfore-arm2, vfore-arm1) (4.98)

θs = arccos(vfore-arm3). (4.99)
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Since all the temporary values for the shoulder angles are known, it is now possible to

apply (4.83), (4.82) and (4.84) to determine the correct angles

θy =















αy if αx ∈ Sshoulderx ∧ αy ∈ Sshouldery ∧ αz ∈ Sshoulderz

αy − π if otherwise

(4.100)

θx =















αx if αx ∈ Sshoulderx ∧ αy ∈ Sshouldery ∧ αz ∈ Sshoulderz

π − αx if otherwise

(4.101)

θz =















αz if αx ∈ Sshoulderx ∧ αy ∈ Sshouldery ∧ αz ∈ Sshoulderz

αz − π if otherwise

. (4.102)

In order to determine the wrist angles, all coordinates must be in relation to the

hand axes, as seen in subsection 4.4.3, given that the wrist presents an order of rotation

of type Z, Y,X. To that end, the z axis of hand must first be aligned with the current

axes, cur axes, using (4.55), (4.56) and (4.61)

n̂z aligned =
cur axes~vfore-arm × cur axesẑcur axes

‖ cur axes~vfore-arm × cur axesẑcur axes‖
(4.103)

θz aligned = arccos

( cur axes~vfore-arm · cur axesẑcur axes
‖ cur axes~vfore-arm‖‖

cur axesẑcur axes‖

)

(4.104)

z alignedP = Rot
(

n̂z aligned, θz aligned
)

cur axesP (4.105)

(see Figure 4.18). For the next step either the x or y axis are need but, given that the

hand axes is a joint with two DoFs, neither of these are known. Despite this fact, since

the rotation around the x axis is small it will be disregarded and the joint will be treated

as one with a single DoF. As such, the y axis of the hand, z alignedŷhand, corresponds to

its axis of rotation and

z alignedŷhand =
z aligned~vhand ×

z aligned~vindex

‖ z aligned~vhand ×
z aligned~vindex‖

. (4.106)
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z
x

y

Link arm

Link hand

Joint

x axis

y axis

z axis

Figure 4.18: Transformation of the joint positions in order to align the z axis of the

hand with that of the current axes

Replacing in (4.55), (4.56) and (4.63)

n̂hand =
z alignedŷhand ×

z alignedŷz aligned

‖ z alignedŷhand ×
z alignedŷz aligned‖

(4.107)

θhand = arccos

(

z alignedŷhand ·
z alignedŷz aligned

‖ z alignedŷhand‖‖
z alignedŷz aligned‖

)

(4.108)

handP = Rot(n̂hand, θhand)
z alignedP (4.109)

(see Figure 4.19), it is now possible to determine the angles of rotation around the x

z
x
y

Link arm

Link hand

Joint

x axis

y axis

z axis

Figure 4.19: Transformation of the joint positions in order to align the y axis of the

hand axes with the corresponding axis of z aligned
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and y axis thanks to (4.43) and (4.44)

θx = arctan2(vfore-arm2, vfore-arm3) (4.110)

θy = arcsin(−vfore-arm1), (4.111)

where vfore-arm1, vfore-arm2 and vfore-arm3 are the 1st, 2nd and 3rd elements, respectively,

of hand~vfore-arm. Now only the angle of rotation around the z axis of the wrist needs to

be calculated. Removing the rotations around the x and y axis, based on (4.47),

pos rot zP = Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

)

handP (4.112)

(see Figure 4.20), it becomes possible to calculate the final angle using (4.52)

z x

y Link arm

Link hand

Joint

x axis

y axis

z axis

Figure 4.20: Remove rotations around x axis and y axis of the hand

θz = arctan2(y1, y2)., (4.113)

where y1 and y2 are the 1st and 2nd elements, respectively, of pos rot zŷlink.

4.4.4 Experimental results

Applying the solution presented in subsection 4.4.3 to the data acquired from the Kinect

and its SDK (see subsection 4.4.2), it was possible to obtain joint movement data similar

to that presented in Figure 4.21. As can be seen in Figure 4.21, the data possesses a

considerable amount of noise (see curve for wrist x). This noise is due to the imprecisions
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0 2 4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6
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shoulder y
shoulder z
elbow y
wrist x
wrist y
wrist z

Figure 4.21: Aquired joint data, scaled to a [0, 1] interval according to (B.1)

Figure 4.22: Examples of erroneous acquisitions of the positions for the hand and the

tip of the index finger

in the acquisition of the position of the hand and tip of the index finger as seen in

Figure 4.22, which can cause the system to return erroneous data. Despite this the data

used for the following tests was unfiltered, to see if the system itself was capable of

handling considerable amounts of noise, given that a DNF already possesses some noise

immunity.

In order to test the efficiency of the the SODNF when handling acquired data, the

method described in section 4.2 was used to determine which trajectories were grouped

together. The parameters used for this evaluation can be seen in Table 4.3, And, in order

to test and compare the performance of each parametrization, the data was processed

in the following way:

1. Determine the groups formed and trajectories to ignore using the method described
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Table 4.3: Analysis parameters

Parameter Value

success rate 0.95

eval window 10

p 0.7

theval window 0.7

Qwindow 10

thdisp 0.7

thignored 0.8

in section 4.2;

2. Based on obtained groups, the trajectories in each group are separated according

to the characteristics being analysed

(a) position (left, centre or right, see Figure 4.10);

(b) object type (nut or wheel, see Figure 4.9);

(c) grasp type (above grip or side grip, see Figure 4.11);

(d) object and grasp types (the Grasp Nut with Above Grip (GNAG), the Grasp

Nut with Side Grip (GNSG) or the Grasp Wheel with Above Grip (GWAG),

see Figure 4.11);

(e) or according to the trajectory type, i.e. the combination of the above criteria

(the GNAG Left/Centre/Right, the GNSG Left/Centre/Right, the GWAG

Left/Centre or Right)

3. Calculate how many trajectories that fit into each criterion are present in each of

the groups. Being that, if a group has trajectories from more than one criterion,

only those from the criterion with the most elements in the group will be counted

as correctly grouped trajectories.

4. After the above steps have been applied to each of the 5 trials (see introduction

to chapter 4), the value of
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(a) the median number of correctly grouped trajectories for each criterion (the

greater the better);

(b) the the IQR of the number of correctly grouped trajectories for each criterion

(the smaller the better so as to decrease the uncertainty of the results);

(c) and the number of groups into which the trajectories were divided (the smaller

the better to not over separate the trajectories)

can be calculated. These values can them be represented a percentage relative to

the total number of possible trajectories (so as to balance the criteria since each

criterion can have a different number of trajectories).

5. Once these percentages are known their mean across the various criteria can be

calculated and used as a way of comparing the results for each parametrization.

Using this method, each of the criteria types described in item 2 were analysed and the

top 20 parametrizations are displayed in Tables 4.4 to 4.8.
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Table 4.4: The 20 best results from the tests with acquired data, ordered according to

performance in grouping by position

Mean of

pos parameter value Median % IQR % Split %

1 kbp 0.8 100.0 8.3 1.3

2 cT 25 100.0 74.7 1.0

3 Csom 20 99.0 19.9 2.3

4 τa
som

600 77.8 9.3 1.0

5 cT 30 77.8 16.2 1.0

6 kbp 0.95 77.8 22.2 1.0

7 τa
som

900 77.8 64.9 1.0

8 τa
som

750 77.8 65.2 1.0

9 kbp 0.75 77.8 66.7 1.0

10 cT 15 70.7 97.5 1.0

11 r -0.1 68.7 10.1 1.3

12 r -0.2 68.7 37.6 1.7

13 Csom 16 67.7 17.2 1.3

14 r -0.3 67.7 26.3 1.7

15 Csom 18 66.7 3.5 1.3

16 σw 100 66.7 7.6 1.0

17 kbp 0.45 66.7 8.3 0.7

18 Csom 22 66.7 21.5 1.0

19 σw 110 66.7 29.3 1.0

20 kbp 0.6 66.7 33.3 0.7

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15, cT = 30 and

r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.5: The 20 best results from the tests with acquired data, ordered according to

performance in grouping by object type

Mean of

pos parameter value Median % IQR % Split %

1 Csom 20 60.6 18.0 4.0

2 r -0.2 53.0 14.4 2.5

3 Csom 16 51.5 0.8 2.0

4 σw 40 51.5 1.9 1.0

5 r -0.3 51.5 3.0 2.5

6 τa
som

600 51.5 4.4 2.0

7 Csom 18 51.5 4.9 2.0

8 r -0.1 51.5 6.1 2.5

9 τa
som

300 50.8 1.5 1.0

10 σw 30 50.0 0.0 0.5

11 kbp 0 50.0 0.0 0.5

12 kbp 0.15 50.0 0.0 0.5

13 Csom 12 50.0 0.0 0.5

14 Csom 30 50.0 0.0 0.5

15 Csom 38 50.0 0.0 0.5

16 Csom 40 50.0 0.0 0.5

17 Csom 42 50.0 0.0 0.5

18 Csom 44 50.0 0.0 0.5

19 Csom 48 50.0 0.0 0.5

20 r -0.5 50.0 0.0 1.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15, cT = 30 and

r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.6: The 20 best results from the tests with acquired data, ordered according to

performance in grouping by grasp type

Mean of

pos parameter value Median % IQR % Split %

1 Csom 20 82.6 17.4 3.5

2 cT 35 66.7 0.0 1.0

3 kbp 0.95 66.7 0.0 1.5

4 r -0.5 66.7 4.2 1.0

5 kbp 0.85 66.7 4.2 1.0

6 cT 30 66.7 4.2 1.5

7 kbp 0.8 66.7 4.2 2.0

8 τa
som

600 66.7 4.4 1.5

9 τa
som

900 66.7 16.7 1.5

10 kbp 0.75 66.7 16.7 1.5

11 Csom 14 66.7 16.7 1.5

12 τa
som

750 66.7 16.7 2.0

13 Csom 22 66.7 20.1 2.0

14 kbp 0.3 51.5 0.4 1.0

15 kbp 0.2 51.5 1.5 1.0

16 kbp 0.35 51.5 1.5 1.0

17 Csom 18 51.5 4.4 2.0

18 r -0.1 51.5 16.9 2.5

19 kbp 0.25 50.8 2.3 1.0

20 cT 50 50.0 0.0 0.5

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15, cT = 30 and

r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.7: The 20 best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types

Mean of

pos parameter value Median % IQR % Split %

1 Csom 20 61.6 29.5 2.7

2 σw 60 48.5 32.3 1.0

3 τa
som

600 45.5 4.8 1.3

4 cT 35 44.4 0.0 0.7

5 kbp 0.95 44.4 0.3 1.0

6 kbp 0.8 44.4 2.8 1.3

7 cT 30 44.4 8.8 1.0

8 r -0.5 44.4 10.1 0.7

9 kbp 0.75 44.4 11.1 1.0

10 Csom 14 44.4 12.1 0.7

11 kbp 0.85 44.4 13.6 0.7

12 Csom 22 44.4 15.2 1.3

13 τa
som

900 44.4 15.9 1.0

14 τa
som

750 44.4 19.9 0.7

15 kbp 1 44.4 20.2 0.7

16 σw 50 44.4 25.0 0.7

17 r -0.4 44.4 37.9 0.7

18 r -0.2 39.4 11.1 1.7

19 r -0.1 38.4 16.7 1.3

20 r -0.3 38.4 23.0 1.7

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15, cT = 30 and

r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.8: The 20 best results from the tests with acquired data, ordered according to

performance in grouping by trajectory type

Mean of

pos parameter value Median % IQR % Split %

1 Csom 20 56.6 39.9 0.8

2 kbp 0.8 44.4 5.6 0.4

3 τa
som

600 34.3 13.1 0.4

4 Csom 22 33.3 10.6 0.3

5 kbp 0.95 33.3 11.4 0.3

6 cT 30 33.3 27.3 0.3

7 kbp 0.75 33.3 33.3 0.3

8 τa
som

900 33.3 35.4 0.3

9 τa
som

750 33.3 41.2 0.3

10 r -0.1 27.3 21.0 0.4

11 σw 100 26.3 2.8 0.3

12 σw 110 26.3 11.1 0.3

13 σw 70 26.3 16.4 0.4

14 r -0.2 26.3 17.4 0.4

15 cT 15 26.3 30.8 0.3

16 Csom 16 24.2 6.8 0.4

17 Csom 18 23.2 15.4 0.3

18 cT 35 22.2 2.8 0.2

19 kbp 0.45 22.2 3.0 0.2

20 Csom 24 22.2 13.9 0.2

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15, cT = 30 and

r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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4.4.5 Results analysis

From the results presented in Tables 4.4 to 4.8, it is possible to make several deductions

on the performance of the system.

From an observation of the data in Table 4.4, it is possible to see that the best

results for the position criteria (see Item 2a) occurred for kbp = 0.8. Upon further

analysis of the results for this parametrization, kbp = 0.8, using Figs. 4.23 to 4.27 and

the data presented in Tables 4.9 to 4.13 and Table 4.14, it is possible to see that the

system was capable of organizing the centroids according to their position on 4 out of

the 5 trials. Even though the 1st trial was not able to completely separate the trajectories

according to position, upon closer inspection using Fig. 4.28, it becomes visible that the

ordering of the data is still present although, in some cases, the dispersion areas overlap.

Despite the results obtained for the position criteria, Tables 4.4 and 4.5 show that

the system was incapable of obtaining a similar accuracy for the object and grasp type

criteria (see Items 2b and 2c). Both these cases displayed far inferior results than the

position criteria. This can be explained by the difference in the amount of displacement

of the joints required by each criteria. The arm’s motions for grasping an object from two

considerably different positions involve a far greater variation to motion of the majority

of the joints (large variations of shoulder and wrist joints) than the motions for grasping

an object in two slightly different ways (involving mostly variations of the wrist). As

such, it stands to reason that the system would more easily pick up on the difference

between the trajectories for reaching different positions rather than the trajectories for

grasping an object in a different manner. This difference is even more evident when

comparing the motions to grasp objects of different sizes in relation to the motions for

reaching different positions or grasping in a different manner. Therefore, the results

shown in Tables 4.4 to 4.6 are consistent with what would be expected and desirable

from the system – to organize the motions in accordance to the different between one

another (see Section 4.4.1).

Moving on to the performance analysis for the trajectory type criteria (see Item 2e),
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Figure 4.23: Evolution of the centroids’ positions during the 1st trial for the best para-

metrization according to the position criteria, kbp = 0.8

GNAG Center [1, 11] GWAG Center [1, 11] GNAG Left [1, 11] GNSG Left [1, 11]

GWAG Left [1, 11]

GNAG Right [1, 11] GNSG Right [1, 11]

GWAG Right [1, 11]

GNSG Center [1, 11]

Figure 4.24: Evolution of the centroids’ positions during the 2nd trial for the best para-

metrization according to the position criteria, kbp = 0.8



66

GNAG Center [1, 11] GWAG Center [1, 11] GNAG Left [1, 11] GNSG Left [1, 11]

GWAG Left [1, 11]

GNAG Right [1, 11] GNSG Right [1, 11]

GWAG Right [1, 11]

GNSG Center [1, 11]

Figure 4.25: Evolution of the centroids’ positions during the 3rd trial for the best para-

metrization according to the position criteria, kbp = 0.8

GNAG Center [1, 11] GWAG Center [1, 11] GNAG Left [1, 11] GNSG Left [1, 11]

GWAG Left [1, 11]

GNAG Right [1, 11] GNSG Right [1, 11]

GWAG Right [1, 11]

GNSG Center [1, 11]

Figure 4.26: Evolution of the centroids’ positions during the 4th trial for the best para-

metrization according to the position criteria, kbp = 0.8
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GNAG Center [1, 11] GWAG Center [1, 11] GNAG Left [1, 11] GNSG Left [1, 11]

GWAG Left [1, 11]

GNAG Right [1, 11] GNSG Right [1, 11]

GWAG Right [1, 11]

GNSG Center [1, 11]

Figure 4.27: Evolution of the centroids’ positions during the 5th trial for the best para-

metrization according to the position criteria, kbp = 0.8

Table 4.9: Formed groups during the 1st trial for the best parametrization according to

the position criteria, kbp = 0.8

Groups Ignored

Observed {GNAG Center [1, 11], GNAG Left [1, 11],

GNSG Center [1, 11], GNSG Left [1, 11],

GWAG Center [1, 11], GWAG Left [1, 11]}

{GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Right [1, 11]}

Total 2 0

For the SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.10: Formed groups during the 2nd trial for the best parametrization according

to the position criteria, kbp = 0.8

Groups Ignored

Observed {GNAG Center [1, 11], GWAG Center [1, 11]}

{GNAG Left [1, 11], GNSG Left [1, 11],

GWAG Left [1, 11]}

{GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Right [1, 11]}

{GNSG Center [1, 11]}

Total 4 0

For the SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.

Table 4.11: Formed groups during the 3rd trial for the best parametrization according

to the position criteria, kbp = 0.8

Groups Ignored

Observed {GNAG Center [1, 11], GWAG Center [1, 11]}

{GNAG Left [1, 11], GNSG Left [1, 11],

GWAG Left [1, 11]}

{GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Right [1, 11]}

{GNSG Center [1, 11]}

Total 4 0

For the SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.12: Formed groups during the 4th trial for the best parametrization according

to the position criteria, kbp = 0.8

Groups Ignored

Observed {GNAG Center [1, 11], GWAG Center [1, 11]}

{GNAG Left [1, 11], GNSG Left [1, 11],

GWAG Left [1, 11]}

{GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Right [1, 11]}

{GNSG Center [1, 11]}

Total 4 0

For the SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.

Table 4.13: Formed groups during the 5th trial for the best parametrization according

to the position criteria, kbp = 0.8

Groups Ignored

Observed {GNAG Center [1, 11], GWAG Center [1, 11]}

{GNAG Left [1, 11], GNSG Left [1, 11],

GWAG Left [1, 11]}

{GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Right [1, 11]}

{GNSG Center [1, 11]}

Total 4 0

For the SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.14: Analysis data for the best parametrization according to the position criteria,

kbp = 0.8

Correctly groupped Ignored

Left Center Right Left Center Right

Max percentage 100.0% 100.0% 100.0% 0.0% 0.0% 0.0%

Min percentage 100.0% 0.0% 100.0% 0.0% 0.0% 0.0%

Median percentage 100.0% 100.0% 100.0% 0.0% 0.0% 0.0%

IQR percentage 0.0% 25.0% 0.0% 0.0% 0.0% 0.0%

Median split across 1 2 1 – – –

For the SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.

GNAG Center GNAG Left GNAG Right

GNSG Center GNSG Left GNSG Right

GWAG Center GWAG Left GWAG Right

Figure 4.28: Temporal evolution of the centroid positions the best parametrization ac-

cording to the position criteria, kbp = 0.8, grouped according to trajectory type
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GNAG Center [1, 11] GNAG Left 1 2 8

GNAG Left [3, 6] 10 11 GWAG Left 2 6 GNAG Left 7 9 GWAG Left 1 [3, 5] 7 9 10

GNAG Right [1, 4] [6, 11]

GNSG Right [1, 11] GWAG Right [1, 11]

GNSG Center [1, 11]

GNSG Left [1, 3] [5, 11] GNSG Left 4

GWAG Center [1, 3] 6 GWAG Center 4 5 [7, 11]

GWAG Left 8 GWAG Left 11
ignored GNAG Right 5

Figure 4.29: Evolution of the centroids’ positions during the 1st trial for the best para-

metrization according to the position criteria, Csom = 20

using the data specific to the best parametrization according to Table 4.8, Csom = 20,

it is possible to get a better understanding of how the system performed. This data is

comprised by the temporal evolution of the centroids in each trial, Figs. 4.29 to 4.33,

the groups formed and the ignored trajectories in each trial, Tables 4.15 to 4.19, as

well as the values used for the analysis of the data, Table 4.20. By analysing the data

from the various trials, it is possible to see that the trajectories corresponding to the

object in the left position were easier to separate, followed by those from the centre

and the trajectories for the right position were the hardest to separate. This stands to

reason as these are the largest motions and, therefore, they are the ones that present

the greatest flexibility and possibility for variability of the movement. Meaning that

the greater the variability of the movements for the same type of trajectory, the easier

they are to separate. Another desirable characteristic that is also evident in the data

is the topographic ordering of the trajectories like in a normal the SOM. Placing the
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GNAG Center [1, 11] GWAG Center [1, 3] 6 GNAG Left [1, 11] GWAG Left [1, 11]

GNAG Right [1, 11] GNSG Right [1, 11]

GWAG Right [1, 11]

GNSG Center [1, 11]

GNSG Left [1, 3] [5, 11] GNSG Left 4

GWAG Center 4 5 [7, 11]

Figure 4.30: Evolution of the centroids’ positions during the 2nd trial for the best para-

metrization according to the position criteria, Csom = 20

GNAG Center [1, 11] GNSG Center [1, 11]

GWAG Center 1 6

GNAG Left 1 8

GNAG Left 2 11 GNAG Left [3, 6] 10 GWAG Left 2 6 8

GNAG Left 7 9 GWAG Left 1 [3, 5] 7 9 10 GNAG Right [1, 11] GNSG Right [1, 11]

GWAG Right [1, 7] [9, 11]

GNSG Left [1, 3] [5, 11] GNSG Left 4

GWAG Center [3, 5] [7, 11] GWAG Left 11

GWAG Right 8 ignored GWAG Center 2

Figure 4.31: Evolution of the centroids’ positions during the 3rd trial for the best para-

metrization according to the position criteria, Csom = 20
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GNAG Center [1, 11] GNAG Right [1, 11]

GNSG Center [1, 11] GNSG Right [1, 11]

GWAG Center 1 [3, 11]

GWAG Right [1, 11]

GNAG Left [1, 6] 8 10 11

GWAG Left 2 6 8 11

GNAG Left 7 9 GWAG Left 1 [3, 5] 7 9 10 GNSG Left [1, 3] [5, 11]

GNSG Left 4 ignored GWAG Center 2

Figure 4.32: Evolution of the centroids’ positions during the 4th trial for the best para-

metrization according to the position criteria, Csom = 20

GNAG Center [1, 11] GNAG Right [1, 11]

GNSG Right [1, 11] GWAG Center [1, 3] 6

GWAG Right [1, 7] [9, 11]

GNAG Left [1, 11] GWAG Left [1, 11]

GNSG Center [1, 11] GNSG Left [1, 3] [5, 11]

GNSG Left 4 GWAG Center 4 5 [7, 11]

GWAG Right 8

Figure 4.33: Evolution of the centroids’ positions during the 5th trial for the best para-

metrization according to the position criteria, Csom = 20
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Table 4.15: Formed groups during the 1st trial for the best parametrization according

to the position criteria, Csom = 20

Groups Ignored

Observed {GNAG Center [1, 11]} GNAG Right 5

{GNAG Left 1 2 8}

{GNAG Left [3, 6] 10 11, GWAG Left 2 6}

{GNAG Left 7 9, GWAG Left 1 [3, 5] 7 9 10}

{GNAG Right [1, 4] [6, 11], GNSG Right [1, 11],

GWAG Right [1, 11]}

{GNSG Center [1, 11]}

{GNSG Left [1, 3] [5, 11]}

{GNSG Left 4}

{GWAG Center [1, 3] 6}

{GWAG Center 4 5 [7, 11]}

{GWAG Left 8}

{GWAG Left 11}

Total 12 1

For the SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.16: Formed groups during the 2nd trial for the best parametrization according

to the position criteria, Csom = 20

Groups Ignored

Observed {GNAG Center [1, 11], GWAG Center [1, 3] 6}

{GNAG Left [1, 11], GWAG Left [1, 11]}

{GNAG Right [1, 11], GNSG Right [1, 11], GWAG Right [1, 11]}

{GNSG Center [1, 11]}

{GNSG Left [1, 3] [5, 11]}

{GNSG Left 4}

{GWAG Center 4 5 [7, 11]}

Total 7 0

For the SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.

trajectories that are the most similar to one another closer together and towards the

same region of the field. To get a better understanding of how the trajectories were

grouped together, Fig. 4.34 displays the number of times each trajectory was grouped

with another. Using this figure it is possible to see how the trajectories for the right

position were always grouped together and, sometimes with the centre positions. It is

also visible how the trajectories for the object in the left position were only grouped

with one another, being that the system had difficulty telling the object type type apart

but not the grasp type for this object position. Finally, in the case of the object in the

centre position, it is possible to see a mid point between what happened for the other

two object positions. The system is starting to distinguish between the side and above

grip types while also mistaking some trajectories for the GNAG and the GWAG, as was

the case for the object in the left position, but will also group together trajectories from

different object positions, as was the case with the object in the right position.

Tables 4.4 to 4.8 allow for the analysis os the best parametrizations making it
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Table 4.17: Formed groups during the 3rd trial for the best parametrization according

to the position criteria, Csom = 20

Groups Ignored

Observed {GNAG Center [1, 11], GNSG Center [1, 11],

GWAG Center 1 6}

GWAG Center 2

{GNAG Left 1 8}

{GNAG Left 2 11}

{GNAG Left [3, 6] 10, GWAG Left 2 6 8}

{GNAG Left 7 9, GWAG Left 1 [3, 5] 7 9 10}

{GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Right [1, 7] [9, 11]}

{GNSG Left [1, 3] [5, 11]}

{GNSG Left 4}

{GWAG Center [3, 5] [7, 11]}

{GWAG Left 11}

{GWAG Right 8}

Total 11 1

For the SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.18: Formed groups during the 4th trial for the best parametrization according

to the position criteria, Csom = 20

Groups Ignored

Observed {GNAG Center [1, 11], GNAG Right [1, 11],

GNSG Center [1, 11], GNSG Right [1, 11],

GWAG Center 1 [3, 11], GWAG Right [1, 11]}

GWAG Center 2

{GNAG Left [1, 6] 8 10 11, GWAG Left 2 6 8 11}

{GNAG Left 7 9, GWAG Left 1 [3, 5] 7 9 10}

{GNSG Left [1, 3] [5, 11]}

{GNSG Left 4}

Total 5 1

For the SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.

Table 4.19: Formed groups during the 5th trial for the best parametrization according

to the position criteria, Csom = 20

Groups Ignored

Observed {GNAG Center [1, 11], GNAG Right [1, 11], GNSG Right [1, 11],

GWAG Center [1, 3] 6, GWAG Right [1, 7] [9, 11]}

{GNAG Left [1, 11], GWAG Left [1, 11]}

{GNSG Center [1, 11]}

{GNSG Left [1, 3] [5, 11]}

{GNSG Left 4}

{GWAG Center 4 5 [7, 11]}

{GWAG Right 8}

Total 7 0

For the SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Correctly groupped

GNAG L GNAG C GNAG R GNSG L GNSG C GNSG R GWAG L GWAG C GWAG R

Max % 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 81.8% 100.0% 9.1%

Min % 81.8% 100.0% 0.0% 100.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Median % 81.8% 100.0% 0.0% 100.0% 100.0% 0.0% 63.6% 63.6% 0.0%

IQR % 18.2% 0.0% 100.0% 0.0% 100.0% 25.0% 75.0% 31.8% 9.1%

Median split 1 1 0 2 1 0 1 1 0

Ignored

GNAG L GNAG C GNAG R GNSG L GNSG C GNSG R GWAG L GWAG C GWAG R

Max % 0.0% 0.0% 9.1% 0.0% 0.0% 0.0% 0.0% 9.1% 0.0%

Min % 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Median % 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

IQR % 0.0% 0.0% 2.3% 0.0% 0.0% 0.0% 0.0% 9.1% 0.0%

Median split – – – – – – – – –

For the SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7, Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Figure 4.34: Number of times that each

trajectory was grouped with another

kbp = 0.8

Figure 4.35: Dot product between the

input vectors of the field

possible to deduce that the most important parameter is the input gain for the DNFL,

Csom (which always ranked amongst the top 3 parameters in terms of performance). It

also makes it possible to see which of the remaining parameters influence the groupings

for each criteria the most, such as the the back propagation gain, kbp which always

ranked amongst the top 5 parameters except for the case of the grouping by object

type (see Table 4.5). Despite this, it does not allow for an analysis of the influence on

the stability of the system. For that purpose Table 4.21 can be used. In this table,

any value for the mean of the median percentage far below 33.3% means that a large

number of populations had to be ignored. The only situation in which this happens is

when the fraction of iterations that produced a stable centroid in the DNFL was inferior

to the fraction of the iterations that must have produced a stable centroid in the DNFL,

success rate. In these cases the results are disregarded as the system is either unstable

or has difficulty creating representations for the trajectories. As expected, given the

alterations done to (2.18) in order to stabilize the field (obtaining (3.7) and (3.8), see

Chapter 3), the system is only incapable of forming sufficient stable centroids when the

field the SODNF is incorrectly parametrized. In the case at hand it happened when the

resting level, r is inferior to −0.5 (case in which the system has a difficulty becoming
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Figure 4.36: Evolution of the centroids’ positions during the 1st trial for r = −0.6, in

which the field has a difficulty forming the first stable centroid

active given the value of the input gain for the DNFL, Csom, see Fig. 4.36), the field

did not have enough time to form a stale peak (cT = 5) or the kernel was too narrow

(σw = 200).

Another important aspect to analyse, especially given the alterations to the original

system (see Chapter 3, (3.1)) is the effect of the back propagation gain, kbp. This can

be achieved by analysing Tables 4.22 to 4.26. From these tables it is possible to see that

the best performance is achieved when kbp ≈ 0.82, not 1. This behaviour is most likely

doe to the fact that, for kbp = 1 and given enough time, the system will reach a point

where it will stop updating the weights of the the SODNF. For a value of approximately

0.8 this does not happen and the system will continuously update but at a slower rate.

This fact can have an adverse effect as, for longer iteration times, other populations

may be overwritten.

2Given that the tables presented were made considering that the greater the variation of the me-

dian the worst the performance (see Item 4b), than, when the median percentage is approximately

1/the number of criteria, the values in the table with a greater IQR most likely showed better results

than those with a lower IQR (as is the case for the object type criteria).
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Table 4.21: The 20 worst results from the tests with acquired data, ordered according

to performance in grouping by position (best performances first)

Mean of

pos parameter value Median % IQR % Split %

71 kbp 0.7 33.3 41.7 0.3

72 kbp 0.35 33.3 49.0 0.3

73 σw 180 33.3 62.6 0.3

74 σw 160 33.3 63.6 0.3

75 kbp 0.3 33.3 65.7 0.3

76 τa
som

1200 33.3 65.9 0.3

77 τa
som

1050 33.3 66.7 0.3

78 Csom 8 33.3 66.7 0.3

79 Csom 28 33.3 66.7 0.3

80 Csom 32 33.3 66.7 0.3

81 Csom 34 33.3 66.7 0.3

82 Csom 10 33.3 74.7 0.3

83 σw 170 4.0 41.7 0.3

84 kbp 0.2 1.0 74.0 0.3

85 r -1 0.0 0.0 0.0

86 r -0.9 0.0 0.0 0.0

87 r -0.8 0.0 0.0 0.0

88 r -0.7 0.0 0.0 0.0

89 cT 5 0.0 0.0 0.0

90 σw 200 0.0 16.7 0.0

91 r -0.6 0.0 52.8 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15, cT = 30 and

r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.22: The best results from the tests with acquired data, ordered according to

performance in grouping by position, for the back propagation gain

Mean of

pos kbp Median % IQR % Split %

1 0.80 100.0 8.3 1.3

2 0.95 77.8 22.2 1.0

3 0.75 77.8 66.7 1.0

4 0.45 66.7 8.3 0.7

5 0.60 66.7 33.3 0.7

6 0.65 66.7 33.3 0.7

7 1.00 45.5 35.4 1.0

8 0.90 45.5 42.4 1.0

9 0.85 44.4 38.6 0.7

10 0.25 34.3 65.7 0.7

11 0.00 33.3 0.0 0.3

12 0.05 33.3 0.0 0.3

13 0.55 33.3 8.1 0.3

14 0.15 33.3 16.4 0.3

15 0.40 33.3 16.4 0.3

16 0.10 33.3 16.7 0.3

17 0.50 33.3 33.3 0.3

18 0.70 33.3 41.7 0.3

19 0.35 33.3 49.0 0.3

20 0.30 33.3 65.7 0.3

21 0.20 1.0 74.0 0.3

For the default SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.



83

Table 4.23: The best results from the tests with acquired data, ordered according to

performance in grouping by object type, for the back propagation gain

Mean of

pos kbp Median % IQR % Split %

1 0.00 50.0 0.0 0.5

2 0.15 50.0 0.0 0.5

3 0.85 50.0 0.0 1.0

4 0.80 50.0 0.0 2.0

5 0.10 50.0 0.2 0.5

6 0.70 50.0 0.2 0.5

7 0.20 50.0 0.2 1.0

8 0.65 50.0 0.2 1.0

9 0.75 50.0 0.2 1.5

10 0.90 50.0 0.4 1.0

11 0.95 50.0 0.4 1.5

12 1.00 50.0 0.6 1.5

13 0.05 50.0 0.8 0.5

14 0.25 50.0 0.9 1.0

15 0.50 49.2 0.2 0.5

16 0.45 49.2 0.2 1.0

17 0.40 49.2 0.8 0.5

18 0.60 49.2 0.8 1.0

19 0.35 49.2 1.0 1.0

20 0.55 49.2 1.5 0.5

21 0.30 49.2 1.5 1.0

For the default SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.24: The best results from the tests with acquired data, ordered according to

performance in grouping by grasp type, for the back propagation gain

Mean of

pos kbp Median % IQR % Split %

1 0.95 66.7 0.0 1.5

2 0.85 66.7 4.2 1.0

3 0.80 66.7 4.2 2.0

4 0.75 66.7 16.7 1.5

5 0.30 51.5 0.4 1.0

6 0.20 51.5 1.5 1.0

7 0.35 51.5 1.5 1.0

8 0.25 50.8 2.3 1.0

9 0.00 50.0 0.0 0.5

10 0.05 50.0 0.0 0.5

11 0.60 50.0 0.0 1.0

12 0.65 50.0 0.0 1.0

13 0.10 50.0 0.2 0.5

14 0.55 50.0 0.2 0.5

15 0.15 50.0 0.4 0.5

16 0.40 50.0 0.4 0.5

17 0.50 50.0 0.4 0.5

18 0.45 50.0 0.4 1.0

19 0.70 50.0 4.2 0.5

20 0.90 50.0 5.3 1.0

21 1.00 50.0 6.4 0.5

For the default SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.25: The best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types, for the back propagation gain

Mean of

pos kbp Median % IQR % Split %

1 0.95 44.4 0.3 1.0

2 0.80 44.4 2.8 1.3

3 0.75 44.4 11.1 1.0

4 0.85 44.4 13.6 0.7

5 1.00 44.4 20.2 0.7

6 0.30 34.3 0.3 0.7

7 0.20 34.3 1.0 0.7

8 0.35 34.3 1.0 0.7

9 0.25 34.3 17.7 0.7

10 0.00 33.3 0.0 0.3

11 0.05 33.3 0.0 0.3

12 0.10 33.3 0.0 0.3

13 0.60 33.3 0.0 0.7

14 0.65 33.3 0.0 0.7

15 0.15 33.3 0.3 0.3

16 0.40 33.3 0.3 0.3

17 0.50 33.3 0.3 0.3

18 0.45 33.3 0.3 0.7

19 0.70 33.3 2.8 0.3

20 0.90 33.3 14.1 0.7

21 0.55 33.3 16.7 0.3

For the default SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table 4.26: The best results from the tests with acquired data, ordered according to

performance in grouping by trajectory type, for the back propagation gain

Mean of

pos kbp Median % IQR % Split %

1 0.80 44.4 5.6 0.4

2 0.95 33.3 11.4 0.3

3 0.75 33.3 33.3 0.3

4 0.45 22.2 3.0 0.2

5 0.85 22.2 19.2 0.2

6 0.30 12.1 0.3 0.2

7 0.20 12.1 1.0 0.2

8 0.25 12.1 1.0 0.2

9 0.35 12.1 1.0 0.2

10 0.00 11.1 0.0 0.1

11 0.05 11.1 0.0 0.1

12 0.10 11.1 0.0 0.1

13 0.15 11.1 0.3 0.1

14 0.40 11.1 0.3 0.1

15 0.55 11.1 2.8 0.1

16 0.50 11.1 11.4 0.1

17 0.60 11.1 13.9 0.1

18 0.65 11.1 13.9 0.1

19 0.70 11.1 16.7 0.1

20 0.90 11.1 22.5 0.1

21 1.00 11.1 34.1 0.1

For the default SODNF parameters σw = 50, τasom

= 600, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.



Chapter 5

Conclusion and outlook

5.1 Conclusion

From the data analysed in Sections 4.3.3 and 4.4.4 it is possible to conclude that this

system is capable of handling acquired data and processing it, to a certain extent (see

Section 4.4.4), without the assistance of any filter thanks to the systems internal char-

acteristics. Given that the default parameters used for the system were not the optimum

parameters, the results presented in this work could well be improved further. To improve

the performance of the system further a filter could be applied to the joint angles. This

would smooth out some of the errors from incorrect estimations of the joint positions

(see Fig. 4.22) as well as small noises. If the data from other metrics is added, such as

the object colour (as was the case in [31]), the system could then more easily distinguish

between the various objects – aspect that the system performed the worst at.

5.2 Future work

Despite the system being capable of functioning correctly and displaying some good

results with unfiltered acquired data, there is still room for further improvement.
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Although, in this work, the object position was taken into consideration, in some

cases it may be irrelevant or undesirable for the task at hand. Given that this was the

main characteristic that the system picked up on, one alternative may be to use only

the final position and orientation of the hand – the position and orientation right before

grasping the object or at the moment the object is grasped – relative to the target

object rather than the absolute joint angles. This would remove part of the variability

of the motion caused by obstructions in the environment, given that in certain cases the

obstruction and relative position of the user may limit the possible grasping positions.

Another problem that still needs to be addressed is the fact that some paramet-

rizations displayed a large IQR for the number of correctly grouped trajectories (see

Table 4.22 for instance). This is due to the reduced number of trials for each paramet-

rization (only 5), a restriction imposed by the time that it takes to run the simulations

for all the parametrizations, given the available resources. As such more trials should

be added to ensure the consistency of the results. Also, although this study involved

a considerable amount of parameters, the effect of the combinations of the parameters

was not, due to the time required for such a task given the available resources. In the

case of parameters such as the input gain for the DNFL, Csom and the resting level, r

this will be an important factor to take into account. Therefore, these tests still need

to be added. In addition, the result should also be compared to those obtained using

filtered data to see how it will effect the performance of the system.

Lastly, a comparison between the performance of a uni-dimensional and a bi-

dimensional map should be tested. This will require some alterations to the way in

which the data is analysed since the dispersion area can not be calculated the same way

as in a uni-dimensional field. To that end, a method such as cluster analysis (see [13])

could be used to determine the formed groups from all the centroid positions. These

groups could then be compared with what was desirable and the performance measured

(possibly in terms of the percentage of elements in each obtained group that belonged

to a specific desirable group).



Appendix A

Mathematical profs

A.1 Equation 4.26

jointv̂next = Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

)

nextv̂next (A.1)

=













cos(θy) 0 sin(θy)

0 1 0

− sin(θy) 0 cos(θy)

























1 0 0

0 cos(θx) − sin(θx)

0 sin(θx) cos(θx)

























0

0

1













(A.2)

=













cos(θy) sin(θx) sin(θy) cos(θx) sin(θy)

0 cos(θx) − sin(θx)

− sin(θy) sin(θx) cos(θy) cos(θx) cos(θy)

























0

0

1













(A.3)

=













cos(θx) sin(θy)

− sin(θx)

cos(θx) cos(θy)













(A.4)
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A.2 Equation 4.36

pos rot zv̂after next l = Rot
(

(1, 0, 0)T ,−θx

)

Rot
(

(0, 1, 0)T ,−θy

)

after nextv̂after next l

(A.5)

=













cos(θz) − sin(θz) 0

sin(θz) cos(θz) 0

0 0 1

























cos(θy) 0 sin(θy)

0 1 0

− sin(θy) 0 cos(θy)

























0

0

1













(A.6)

=













cos(θz) cos(θy) − sin(θz) cos(θz) sin(θy)

sin(θz) cos(θy) cos(θz) sin(θz) sin(θy)

− sin(θy) 0 cos(θy)

























0

0

1













(A.7)

=













cos(θz) sin(θy)

sin(θz) sin(θy)

cos(θy)













(A.8)

A.3 Equation 4.42

nextv̂joint = Rot
(

(1, 0, 0)T ,−θx

)

Rot
(

(0, 1, 0)T ,−θy

)

jointv̂link (A.9)

=
(

Rot
(

(0, 1, 0)T , θy

)

Rot
(

(1, 0, 0)T , θx

))T
jointv̂link (A.10)

=













cos(θy) 0 − sin(θy)

sin(θx) sin(θy) cos(θx) sin(θx) cos(θy)

cos(θx) sin(θy) − sin(θx) cos(θx) cos(θy)

























0

0

1













(A.11)

=













− sin(θy)

sin(θx) cos(θy)

cos(θx) cos(θy)













(A.12)
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A.4 Equation 4.78

Let

x̂ = (1, 0, 0)T (A.13)

ŷ = (1, 0, 0)T (A.14)

ẑ = (1, 0, 0)T (A.15)

than

Rot
(

ŷ,−(θy + π)
)

Rot
(

ŷ, θy
)

= Rot(ŷ, π) (A.16)

Rot(x̂,−(π − θx)) = Rot(x̂, θx)Rot(x̂, π) (A.17)

Rot(x̂, π)Rot(ŷ, π) = Rot(ẑ, π) (A.18)

Rot(x̂, θx)Rot(ẑ, π)Rot(x̂, θx) = Rot(ẑ, π). (A.19)

As such

pre rot zP = Rot(x̂,−(π − θx))Rot
(

ŷ,−(θy + π)
)

jointRnext
nextP

= Rot(x̂, θx)Rot(x̂, π)Rot
(

ŷ,−(θy + π)
)

Rot
(

ŷ, θy
)

Rot(x̂, θx)Rot(ẑ, θz)
nextP

= Rot(x̂, θx)Rot(x̂, π)Rot(ŷ, π)Rot(x̂, θx)Rot(ẑ, θz)
nextP

= Rot(x̂, θx)Rot(ẑ, π)Rot(x̂, θx)Rot(ẑ, θz)
nextP

= Rot(ẑ, π)Rot(ẑ, θz)
nextP

= Rot(ẑ, θz + π) nextP (A.20)
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Appendix B

Additional equations

B.1 Joint scaling

θ′j(t) =
θj(t)− θjmin

θjmax − θjmin

(B.1)

B.2 Dependent iteration time

Tp = cT

(

tenp+1 − tenp

)

(B.2)
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Appendix C

Field Parameters

The global parameters selected for the field were:

Table C.1: Field parameters

Parameter Value

∆t 0.01 seconds

nsom 600

τDNFL 7∆t

Aw 1.2

winhib -0.5

ζkstoch 1

dx 1

for the output function f(u) the Heaviside step function was used.
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Appendix D

Additional tables

D.1 standard deviation of the interaction kernel

97



98

Table D.1: The best results from the tests with acquired data, ordered according to

performance in grouping by position, for the standard deviation of the interaction kernel

Mean of

pos σw Median % IQR % Split %

1 100 66.7 7.6 1.0

2 110 66.7 29.3 1.0

3 60 66.7 43.4 1.0

4 70 66.7 57.3 1.0

5 50 44.4 41.4 0.7

6 120 37.4 0.0 0.7

7 130 37.4 7.6 0.7

8 80 37.4 16.4 1.0

9 90 37.4 16.4 1.0

10 140 37.4 37.6 0.7

11 150 37.4 66.9 0.7

12 40 34.3 12.4 0.7

13 10 33.3 0.0 0.3

14 20 33.3 0.0 0.3

15 30 33.3 16.7 0.3

16 190 33.3 33.3 0.3

17 180 33.3 62.6 0.3

18 160 33.3 63.6 0.3

19 170 4.0 41.7 0.3

20 200 0.0 16.7 0.0

For default the SODNF parametersτasom

= 600, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.2: The best results from the tests with acquired data, ordered according to

performance in grouping by object type, for the standard deviation of the interaction

kernel

Mean of

pos σw Median % IQR % Split %

1 40 51.5 1.9 1.0

2 30 50.0 0.0 0.5

3 60 50.0 0.0 1.5

4 80 50.0 0.0 1.5

5 70 50.0 0.2 1.5

6 50 50.0 0.4 1.0

7 20 50.0 0.8 0.5

8 100 49.2 1.1 1.5

9 180 49.2 0.7 0.5

10 10 49.2 1.1 0.5

11 120 48.5 0.2 1.0

12 110 48.5 0.2 1.5

13 130 48.5 0.6 1.0

14 90 48.5 1.9 1.5

15 140 48.5 0.2 1.0

16 160 48.5 0.4 0.5

17 150 48.5 13.1 0.5

18 170 48.5 49.2 0.5

19 190 48.4 49.2 0.5

20 200 0.0 48.7 0.0

For default the SODNF parametersτasom

= 600, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.3: The best results from the tests with acquired data, ordered according to

performance in grouping by grasp type, for the standard deviation of the interaction

kernel

Mean of

pos σw Median % IQR % Split %

1 20 50.0 0.8 0.5

2 80 50.0 0.8 1.5

3 30 50.0 4.2 0.5

4 70 50.0 5.5 1.5

5 60 50.0 8.3 1.5

6 40 50.0 16.7 1.0

7 50 50.0 16.7 1.0

8 180 49.2 0.9 0.5

9 10 49.2 1.6 0.5

10 100 49.2 0.8 1.5

11 130 48.5 0.8 1.0

12 90 48.5 1.0 1.5

13 120 48.5 0.2 1.0

14 110 48.5 0.2 1.5

15 140 48.5 0.2 1.0

16 160 48.5 0.4 0.5

17 190 48.5 49.2 0.5

18 170 48.5 49.2 0.5

19 150 48.4 12.9 0.5

20 200 0.0 48.5 0.0

For default the SODNF parametersτasom

= 600, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.4: The best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types, for the standard deviation of the

interaction kernel

Mean of

pos σw Median % IQR % Split %

1 60 48.5 32.3 1.0

2 50 44.4 25.0 0.7

3 130 37.4 65.0 1.0

4 80 37.4 16.4 1.0

5 110 36.7 42.4 1.0

6 90 36.4 11.4 1.0

7 100 36.4 44.4 1.0

8 120 36.3 16.2 0.7

9 40 34.3 12.4 0.7

10 70 34.3 39.9 1.0

11 30 33.3 2.8 0.3

12 20 33.3 16.7 0.3

13 180 33.3 61.6 0.3

14 10 33.3 65.7 0.3

15 160 32.3 16.2 0.3

16 150 4.0 64.9 0.3

17 140 4.0 68.7 0.3

18 200 0.0 16.4 0.0

19 170 0.0 27.5 0.0

20 190 0.0 41.4 0.0

For default the SODNF parametersτasom

= 600, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.5: The best results from the tests with acquired data, ordered according to

performance in grouping by trajectory type, for the standard deviation of the interaction

kernel

Mean of

pos σw Median % IQR % Split %

1 100 26.3 2.8 0.3

2 110 26.3 11.1 0.3

3 70 26.3 16.4 0.4

4 50 22.2 25.0 0.2

5 60 22.2 32.1 0.2

6 120 15.2 0.0 0.2

7 130 15.2 3.1 0.2

8 80 15.2 5.3 0.3

9 90 15.2 5.8 0.2

10 140 15.2 9.8 0.2

11 150 15.2 22.5 0.2

12 40 12.1 12.4 0.2

13 10 11.1 0.0 0.1

14 20 11.1 0.0 0.1

15 30 11.1 5.6 0.1

16 190 11.1 11.1 0.1

17 180 11.1 18.2 0.1

18 160 11.1 19.2 0.1

19 170 4.0 13.9 0.1

20 200 0.0 11.1 0.0

For default the SODNF parametersτasom

= 600, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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D.2 input gain for the DNFL
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Table D.6: The best results from the tests with acquired data, ordered according to

performance in grouping by position, for the input gain for the DNFL

Mean of

pos Csom Median % IQR % Split %

1 20 99.0 19.9 2.3

2 16 67.7 17.2 1.3

3 18 66.7 3.5 1.3

4 22 66.7 21.5 1.0

5 14 45.5 25.8 1.0

6 24 44.4 41.7 0.7

7 6 33.3 0.0 0.3

8 30 33.3 0.0 0.3

9 38 33.3 0.0 0.3

10 40 33.3 0.0 0.3

11 42 33.3 0.0 0.3

12 44 33.3 0.0 0.3

13 46 33.3 0.0 0.3

14 26 33.3 16.7 0.3

15 36 33.3 16.7 0.3

16 48 33.3 16.7 0.3

17 50 33.3 16.7 0.3

18 12 33.3 33.3 0.3

19 8 33.3 66.7 0.3

20 28 33.3 66.7 0.3

21 32 33.3 66.7 0.3

22 34 33.3 66.7 0.3

23 10 33.3 74.7 0.3

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.7: The best results from the tests with acquired data, ordered according to

performance in grouping by object type, for the input gain for the DNFL

Mean of

pos Csom Median % IQR % Split %

1 20 60.6 18.0 4.0

2 16 51.5 0.8 2.0

3 18 51.5 4.9 2.0

4 12 50.0 0.0 0.5

5 30 50.0 0.0 0.5

6 38 50.0 0.0 0.5

7 40 50.0 0.0 0.5

8 42 50.0 0.0 0.5

9 44 50.0 0.0 0.5

10 48 50.0 0.0 0.5

11 32 50.0 0.2 0.5

12 36 50.0 0.2 0.5

13 46 50.0 0.2 0.5

14 50 50.0 0.2 0.5

15 24 50.0 0.2 1.0

16 6 50.0 0.8 0.5

17 14 50.0 1.5 1.0

18 22 50.0 3.0 2.0

19 10 49.2 0.2 0.5

20 8 49.2 0.8 0.5

21 34 49.2 0.8 0.5

22 28 49.2 0.0 0.5

23 26 49.2 0.8 0.5

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.8: The best results from the tests with acquired data, ordered according to

performance in grouping by grasp type, for the input gain for the DNFL

Mean of

pos Csom Median % IQR % Split %

1 20 82.6 17.4 3.5

2 14 66.7 16.7 1.5

3 22 66.7 20.1 2.0

4 18 51.5 4.4 2.0

5 12 50.0 0.0 0.5

6 30 50.0 0.0 0.5

7 36 50.0 0.0 0.5

8 38 50.0 0.0 0.5

9 40 50.0 0.0 0.5

10 42 50.0 0.0 0.5

11 44 50.0 0.0 0.5

12 46 50.0 0.0 0.5

13 50 50.0 0.0 0.5

14 34 50.0 0.2 0.5

15 48 50.0 0.2 0.5

16 16 50.0 0.2 2.0

17 10 50.0 0.4 0.5

18 8 50.0 0.8 0.5

19 32 50.0 0.8 0.5

20 24 50.0 4.4 1.0

21 6 49.2 0.8 0.5

22 26 49.2 0.9 0.5

23 28 49.2 0.9 0.5

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.9: The best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types, for the input gain for the DNFL

Mean of

pos Csom Median % IQR % Split %

1 20 61.6 29.5 2.7

2 14 44.4 12.1 0.7

3 22 44.4 15.2 1.3

4 16 35.4 12.4 1.3

5 18 35.4 15.2 1.3

6 12 33.3 0.0 0.3

7 30 33.3 0.0 0.3

8 36 33.3 0.0 0.3

9 38 33.3 0.0 0.3

10 40 33.3 0.0 0.3

11 42 33.3 0.0 0.3

12 44 33.3 0.0 0.3

13 46 33.3 0.0 0.3

14 48 33.3 0.0 0.3

15 50 33.3 0.0 0.3

16 26 33.3 1.0 0.3

17 10 33.3 11.1 0.3

18 6 33.3 16.7 0.3

19 28 33.3 16.7 0.3

20 32 33.3 16.7 0.3

21 34 33.3 16.7 0.3

22 24 33.3 25.0 0.7

23 8 33.3 66.7 0.3

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.10: The best results from the tests with acquired data, ordered according to

performance in grouping by trajectory type, for the input gain for the DNFL

Mean of

pos Csom Median % IQR % Split %

1 20 56.6 39.9 0.8

2 22 33.3 10.6 0.3

3 16 24.2 6.8 0.4

4 18 23.2 15.4 0.3

5 24 22.2 13.9 0.2

6 14 22.2 17.7 0.2

7 6 11.1 0.0 0.1

8 26 11.1 0.0 0.1

9 28 11.1 0.0 0.1

10 30 11.1 0.0 0.1

11 36 11.1 0.0 0.1

12 38 11.1 0.0 0.1

13 40 11.1 0.0 0.1

14 42 11.1 0.0 0.1

15 44 11.1 0.0 0.1

16 46 11.1 0.0 0.1

17 48 11.1 0.0 0.1

18 50 11.1 0.0 0.1

19 10 11.1 2.8 0.1

20 8 11.1 5.6 0.1

21 32 11.1 5.6 0.1

22 34 11.1 5.6 0.1

23 12 11.1 11.1 0.1

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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D.3 time constant for the SOL

Table D.11: The best results from the tests with acquired data, ordered according to

performance in grouping by position, for the time constant for the SOL

Mean of

pos τa
som

Median % IQR % Split %

1 600 77.8 9.3 1.0

2 900 77.8 64.9 1.0

3 750 77.8 65.2 1.0

4 450 66.7 64.6 0.7

5 300 35.4 66.9 1.0

6 1200 33.3 65.9 0.3

7 1050 33.3 66.7 0.3

For the default SODNF parameters σw = 50, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.12: The best results from the tests with acquired data, ordered according to

performance in grouping by object type, for the time constant for the SOL

Mean of

pos τa
som

Median % IQR % Split %

1 600 51.5 4.4 2.0

2 300 50.8 1.5 1.0

3 1050 50.0 0.2 1.0

4 900 50.0 0.4 1.5

5 450 50.0 1.1 1.0

6 1200 50.0 1.1 1.0

7 750 50.0 5.9 1.5

For the default SODNF parameters σw = 50, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.13: The best results from the tests with acquired data, ordered according to

performance in grouping by grasp type, for the time constant for the SOL

Mean of

pos τa
som

Median % IQR % Split %

1 600 66.7 4.4 1.5

2 900 66.7 16.7 1.5

3 750 66.7 16.7 2.0

4 1050 50.0 0.0 1.0

5 300 50.0 0.2 1.0

6 1200 50.0 0.2 1.0

7 450 50.0 20.8 1.0

For the default SODNF parameters σw = 50, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.14: The best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types, for the time constant for the SOL

Mean of

pos τa
som

Median % IQR % Split %

1 600 45.5 4.8 1.3

2 900 44.4 15.9 1.0

3 750 44.4 19.9 0.7

4 300 34.3 17.2 0.7

5 1200 33.3 0.3 0.7

6 1050 33.3 5.3 0.7

7 450 33.3 14.1 0.3

For the default SODNF parameters σw = 50, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.15: The best results from the tests with acquired data, ordered according to

performance in grouping by trajectory type, for the time constant for the SOL

Mean of

pos τa
som

Median % IQR % Split %

1 600 34.3 13.1 0.4

2 900 33.3 35.4 0.3

3 750 33.3 41.2 0.3

4 1200 22.2 14.1 0.2

5 300 12.1 6.1 0.2

6 450 11.1 19.7 0.1

7 1050 11.1 27.5 0.1

For the default SODNF parameters σw = 50, kbp = 1, Csom
= 15, cT = 30 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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D.4 proportionality constant of the iteration time

Table D.16: The best results from the tests with acquired data, ordered according to

performance in grouping by position, for the proportionality constant of the iteration

time

Mean of

pos cT Median % IQR % Split %

1 25 100.0 74.7 1.0

2 30 77.8 16.2 1.0

3 15 70.7 97.5 1.0

4 10 65.7 97.5 0.7

5 35 44.4 8.3 0.7

6 50 33.3 16.7 0.3

7 45 33.3 17.4 0.3

8 40 33.3 26.5 0.3

9 20 33.3 41.7 0.3

10 5 0.0 0.0 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.17: The best results from the tests with acquired data, ordered according to

performance in grouping by object type, for the proportionality constant of the iteration

time

Mean of

pos cT Median % IQR % Split %

1 20 50.0 0.0 1.0

2 35 50.0 0.0 1.0

3 15 50.0 0.0 1.5

4 50 50.0 0.8 0.5

5 10 50.0 0.8 1.0

6 25 50.0 1.1 1.0

7 40 50.0 1.7 0.5

8 45 50.0 2.1 0.5

9 30 50.0 4.9 1.5

10 5 0.0 0.0 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.18: The best results from the tests with acquired data, ordered according to

performance in grouping by grasp type, for the proportionality constant of the iteration

time

Mean of

pos cT Median % IQR % Split %

1 35 66.7 0.0 1.0

2 30 66.7 4.2 1.5

3 50 50.0 0.0 0.5

4 15 50.0 0.0 1.5

5 45 50.0 0.2 0.5

6 20 50.0 0.4 1.0

7 25 50.0 4.2 1.0

8 40 50.0 4.4 1.0

9 10 49.2 1.3 1.0

10 5 0.0 0.0 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.19: The best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types, for the proportionality constant of

the iteration time

Mean of

pos cT Median % IQR % Split %

1 35 44.4 0.0 0.7

2 30 44.4 8.8 1.0

3 15 37.4 41.9 1.0

4 50 33.3 0.5 0.3

5 45 33.3 1.3 0.3

6 25 33.3 3.0 0.7

7 20 33.3 6.1 0.7

8 40 33.3 25.8 0.3

9 10 33.3 28.3 0.7

10 5 0.0 0.0 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.20: The best results from the tests with acquired data, ordered according

to performance in grouping by trajectory type, for the proportionality constant of the

iteration time

Mean of

pos cT Median % IQR % Split %

1 30 33.3 27.3 0.3

2 15 26.3 30.8 0.3

3 35 22.2 2.8 0.2

4 25 22.2 25.3 0.2

5 50 11.1 0.5 0.1

6 45 11.1 1.3 0.1

7 40 11.1 9.1 0.1

8 10 11.1 19.4 0.1

9 20 11.1 19.9 0.1

10 5 0.0 0.0 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 and r = −0.4.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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D.5 resting level

Table D.21: The best results from the tests with acquired data, ordered according to

performance in grouping by position, for the resting level

Mean of

pos r Median % IQR % Split %

1 -0.1 68.7 10.1 1.3

2 -0.2 68.7 37.6 1.7

3 -0.3 67.7 26.3 1.7

4 -0.4 55.6 66.7 0.7

5 -0.5 44.4 41.7 0.7

6 -1 0.0 0.0 0.0

7 -0.9 0.0 0.0 0.0

8 -0.8 0.0 0.0 0.0

9 -0.7 0.0 0.0 0.0

10 -0.6 0.0 52.8 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 andcT = 30.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.22: The best results from the tests with acquired data, ordered according to

performance in grouping by object type, for the resting level

Mean of

pos r Median % IQR % Split %

1 -0.2 53.0 14.4 2.5

2 -0.3 51.5 3.0 2.5

3 -0.1 51.5 6.1 2.5

4 -0.5 50.0 0.0 1.0

5 -0.4 50.0 2.8 1.0

6 -1 0.0 0.0 0.0

7 -0.9 0.0 0.0 0.0

8 -0.8 0.0 0.0 0.0

9 -0.7 0.0 0.0 0.0

10 -0.6 0.0 50.4 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 andcT = 30.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.23: The best results from the tests with acquired data, ordered according to

performance in grouping by grasp type, for the resting level

Mean of

pos r Median % IQR % Split %

1 -0.5 66.7 4.2 1.0

2 -0.1 51.5 16.9 2.5

3 -0.4 50.0 4.4 1.0

4 -0.3 50.0 4.4 2.0

5 -0.2 50.0 26.1 2.5

6 -1 0.0 0.0 0.0

7 -0.9 0.0 0.0 0.0

8 -0.8 0.0 0.0 0.0

9 -0.7 0.0 0.0 0.0

10 -0.6 0.0 66.7 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 andcT = 30.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.24: The best results from the tests with acquired data, ordered according to

performance in grouping by object and grasp types, for the resting level

Mean of

pos r Median % IQR % Split %

1 -0.5 44.4 10.1 0.7

2 -0.4 44.4 37.9 0.7

3 -0.2 39.4 11.1 1.7

4 -0.1 38.4 16.7 1.3

5 -0.3 38.4 23.0 1.7

6 -1 0.0 0.0 0.0

7 -0.9 0.0 0.0 0.0

8 -0.8 0.0 0.0 0.0

9 -0.7 0.0 0.0 0.0

10 -0.6 0.0 44.7 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 andcT = 30.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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Table D.25: The best results from the tests with acquired data, ordered according to

performance in grouping by trajectory type, for the resting level

Mean of

pos r Median % IQR % Split %

1 -0.1 27.3 21.0 0.4

2 -0.2 26.3 17.4 0.4

3 -0.5 22.2 16.7 0.2

4 -0.4 22.2 26.8 0.2

5 -0.3 16.2 28.5 0.4

6 -1 0.0 0.0 0.0

7 -0.9 0.0 0.0 0.0

8 -0.8 0.0 0.0 0.0

9 -0.7 0.0 0.0 0.0

10 -0.6 0.0 25.3 0.0

For the default SODNF parameters σw = 50, τasom

= 600, kbp = 1, Csom
= 15 andcT = 30.

For the analysis parameters success rate = 0.95, eval window = 10, p = 0.7, theval window = 0.7,

Qwindow = 10, thdisp = 0.7 and thignored = 0.8.
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