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Abstract 

The strong growth in the number of diabetics in recent years has become a major health concern. The dependence on sugar 
consumption has caused a rapid growth in the level of diagnoses and in the number of deaths associated. In this context, the 
project developed allowed a study on how Diabetes can be detected in a timely manner, through the existence of pre-indicators of 
the disease, defining factors that may determine its onset. For this study, data are collected from Hospital de Santa Luzia 
(ULSAM), considering aspects such as patient profile, prescribed drugs and previous diagnoses. The results prove that machine 
learning models using profile data with medical drugs produced the best results, optimizing the predictive ability of Diabetes. 
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1. Introduction 

Diabetes is considered a chronic non-transmissible disease, resulting from the imbalance between the level of 
sugar in the blood and the amount of insulin, a hormone produced by the pancreas and responsible for metabolizing 
glucose [3]. There are three types of Diabetes, including Type 1 Diabetes, where pancreas stops producing insulin, 
Type 2 Diabetes, usually associated with being overweight and/or obese due to insufficient insulin production 
relative to the amount of glucose in the blood, and finally Gestational Diabetes, which only occurs during the period 
of pregnancy [4]. As the clinical history data of patients grows fast, new data mining techniques are increasingly 
emerging, allowing the possibility of anticipating the detection of the disease. This study will allow us to understand 
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how the application of Machine Learning (ML) techniques in this area should be conducted, understanding how the 
clinical history of patients can help in the early detection of Diabetes. In this way, 403 diabetic and non-diabetic 
patients are counted, with a total of 2541 and 1894 hospital visits, respectively, related to the diagnosis of a given 
disease. Information regarding the characterization of the patient was also considered. 

2. Background 

2.1. Portuguese Reality of Diabetes 

Diabetes has progressed over the years. In 2015, this disease was responsible for 4% of deaths in Portugal. 
Moreover, "it is estimated to affect 13.3% of the population aged 20-79 years" [7]. In 2019, 4.2 million people died 
with Diabetes and 463 million were diagnosed with Diabetes between 20 and 79 years old. Worldwide, is estimated 
to increase to 700 million people in the next 15 years [13].  

2.2. Related Works 

Due to the progress of Diabetes in recent years and the serious complications that result from it, this disease has 
become a priority in the research and development of intelligent solutions to improve his management. 

The study developed by Raj & Sampath (2019) [11] compares the performance of Support Vector Machines 
(SVM) and Naive Bayes (NB) algorithms in predicting diabetes, considering information from the patient's health 
status such as age, blood pressure and blood glucose level. The results showed that the SVM predictive model 
performs quite well with an accuracy of 82% compared to 62.5% for NB method. On the other side, Dutta, Paul, & 
Ghosh (2018) [6] focused on RF, SVM and LR algorithms in predicting diabetes on women. The data used in the 
problem modeling were age, glucose level, number of times a woman had been pregnant, insulin values, body mass 
index, among others. Hence, they demonstrated that the RF model was the one with the best accuracy (around 84%) 
and that it best suited for predicting diabetes. Finally, a study focused on preprocessing methods such as Principal 
Component Analysis and Discretization, exploring SVM, DT and NB algorithms using data related blood pressure, 
body mass index, body temperature and age. The results demonstrated the effectiveness of using feature engineering 
techniques before predictive models increasing the accuracy of DT model from 75.1 % to 79.01% and the NB model 
from 75.82% to 79.01%. SVM model accuracy decreased from 76.6% to 75.69% [16].  

On this background, it is understood that the use of personal data produces good results with respect to disease 
prediction. However, we consider that there is a lack of analysis in the use of medical data and associated medical 
drugs used by the patient. Thus, we intend to combine this information with the patient's basic profile to understand 
whether this data holds potential for future studies. The next chapters discuss how the project was conducted, the 
data used, and the results obtained. 

3. Background 

3.1. DSR and CRISP-DM 

Since this work is a research project and, to understand whether it is possible to classify the clinical status of 
patients, two methodologies were followed: Design Science Research (DSR) as a research methodology, and Cross-
Industry Standard Process for Data Mining (CRISP-DM). DSR structures the project in 6 phases: 1. Problem 
identification and motivation; 2. Definition of solution objectives; 3. Design and development; 4. Demonstration; 5. 
Evaluation; 6. Communication. These phases provide guidelines for the evaluation and development of research 
projects [2,8]. CRISP-DM is the process that presents the life cycle of a Data Mining project in a real context. This 
project includes a set of six phases (1. Business Understanding; 2. Data Understanding; 3. Data Preparation; 4. 
Modeling; 5. Evaluation; 6. Deployment.) [1]. There are dependencies between them and does not have a rigid 
structure [17]. Since both methodologies are used concurrently, the relationship between them throughout the project 
phases is described. These are presented in Table 1. 

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2022.03.092&domain=pdf
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how the application of Machine Learning (ML) techniques in this area should be conducted, understanding how the 
clinical history of patients can help in the early detection of Diabetes. In this way, 403 diabetic and non-diabetic 
patients are counted, with a total of 2541 and 1894 hospital visits, respectively, related to the diagnosis of a given 
disease. Information regarding the characterization of the patient was also considered. 

2. Background 

2.1. Portuguese Reality of Diabetes 

Diabetes has progressed over the years. In 2015, this disease was responsible for 4% of deaths in Portugal. 
Moreover, "it is estimated to affect 13.3% of the population aged 20-79 years" [7]. In 2019, 4.2 million people died 
with Diabetes and 463 million were diagnosed with Diabetes between 20 and 79 years old. Worldwide, is estimated 
to increase to 700 million people in the next 15 years [13].  

2.2. Related Works 

Due to the progress of Diabetes in recent years and the serious complications that result from it, this disease has 
become a priority in the research and development of intelligent solutions to improve his management. 

The study developed by Raj & Sampath (2019) [11] compares the performance of Support Vector Machines 
(SVM) and Naive Bayes (NB) algorithms in predicting diabetes, considering information from the patient's health 
status such as age, blood pressure and blood glucose level. The results showed that the SVM predictive model 
performs quite well with an accuracy of 82% compared to 62.5% for NB method. On the other side, Dutta, Paul, & 
Ghosh (2018) [6] focused on RF, SVM and LR algorithms in predicting diabetes on women. The data used in the 
problem modeling were age, glucose level, number of times a woman had been pregnant, insulin values, body mass 
index, among others. Hence, they demonstrated that the RF model was the one with the best accuracy (around 84%) 
and that it best suited for predicting diabetes. Finally, a study focused on preprocessing methods such as Principal 
Component Analysis and Discretization, exploring SVM, DT and NB algorithms using data related blood pressure, 
body mass index, body temperature and age. The results demonstrated the effectiveness of using feature engineering 
techniques before predictive models increasing the accuracy of DT model from 75.1 % to 79.01% and the NB model 
from 75.82% to 79.01%. SVM model accuracy decreased from 76.6% to 75.69% [16].  

On this background, it is understood that the use of personal data produces good results with respect to disease 
prediction. However, we consider that there is a lack of analysis in the use of medical data and associated medical 
drugs used by the patient. Thus, we intend to combine this information with the patient's basic profile to understand 
whether this data holds potential for future studies. The next chapters discuss how the project was conducted, the 
data used, and the results obtained. 

3. Background 

3.1. DSR and CRISP-DM 

Since this work is a research project and, to understand whether it is possible to classify the clinical status of 
patients, two methodologies were followed: Design Science Research (DSR) as a research methodology, and Cross-
Industry Standard Process for Data Mining (CRISP-DM). DSR structures the project in 6 phases: 1. Problem 
identification and motivation; 2. Definition of solution objectives; 3. Design and development; 4. Demonstration; 5. 
Evaluation; 6. Communication. These phases provide guidelines for the evaluation and development of research 
projects [2,8]. CRISP-DM is the process that presents the life cycle of a Data Mining project in a real context. This 
project includes a set of six phases (1. Business Understanding; 2. Data Understanding; 3. Data Preparation; 4. 
Modeling; 5. Evaluation; 6. Deployment.) [1]. There are dependencies between them and does not have a rigid 
structure [17]. Since both methodologies are used concurrently, the relationship between them throughout the project 
phases is described. These are presented in Table 1. 
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Table 1 - Crossover of CRISP-DM and DSR 

 

DSR Phases 

CRISP-DM Phases 

1 2 3 4 5 6 

1 X      

2 X X     

3  X X X   

4     X X 

5     X X 

6       

 

3.2. Tools and Algorithms 

R programming language was used for the preparation of data and consequent analysis of it. A set of libraries 
were used to enable the analysis and consequent predictions of the data, highlighting:  

• Dplyr’s library allows the use of the DataFrame object to provide storage and manipulation of the data organized 
by columns [14]; 

• Caret for ML development [9]. 

4. Case Study 

The case description goes through the methodology presented in the CRISP-DM section. As previously 
mentioned, the main objective is to predict the clinical status of a patient. The provided data has records about 
diagnostics and drugs, with each record referring to a patient. 

4.1. Business Understanding 

The first phase focuses on understanding the project’s objectives and requirements. The main purpose is 
predicting the classification of a specific patient on Diabetes, assessing the impact that each variable has on this 
characterization, predicting the diagnosis of each patient and the clinical support to be provided to patients. 
Considering that this is a preliminary phase of the study, it will be attempted to understand which lines the project 
should follow to model future work. 

4.2. Data Understanding 

Initially, a list of several diabetic and non-diabetic patients was obtained. The diabetic cases were isolated to 
identify all diagnoses prior to the first diagnosis. Regarding the prescribed medication, the process of obtain more 
information followed the same logic as the previous one. Thus, for this study, diabetic and non-diabetic patients are 
counted. It was concluded that the information obtained presents several records for each patient such as the 
diagnoses identified and the medication prescribed and the respective dates of those events, as well as some personal 
information such as their age and gender. The analysis allowed us to define a profile of the diabetic patient. 
Additionally, is possible to understand a set of clinical data available (each clinical condition is reported as an 
attribute, creating a clinical history for each patient): 

• Cardiovascular, respiratory and abdominal diseases, and other relevant criteria such as anxiety states and 
hospitalizations; 

• Medical drugs already prescribed and usually consumed. 
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4.3. Data Preparation 

In this phase, some classic procedures in data processing tasks are performed: normalization of the data type, 
elimination of nulls or strange characters and possible junctions to cross-reference existing information between 
patients. A new attribute was created to indicate the diagnosis and medication, according to the history identified in a 
list which characterizes an order of preference over each case. Therefore, for a given patient, the number of 
occurrences for that diagnosis and the total number of prescriptions for a given medicine are listed. 

4.4. Modeling 

Different classification techniques were applied, according to those identified in previous studies, such as: DT, 
RF, SVM, NB, NN and LR. and Gradient Boosting Machines (GBM). The development of this models proceeds a 
set of operations used to optimize results: Implementation of Recursive Feature Elimination (RFE), Cross Validation 
(CV) and Hyperparameter Tuning (HT). The first one is a technique that selects a subset of most relevant features 
for a dataset and his application had the purpose to understand the importance of some variables and his utility 
depends on final predictions. CV is a resampling method that offer more reliable results and is very popular because 
estimate the capacity to make predictions on unused data during the training phase, evaluating his performance [10]. 
HT with grid search choose a set of optimal parameters for a learning algorithm [5]. Grid search picks out a grid of 
hyperparameter values and evaluates all of them with the metrics for evaluation [15]. Class balancing is a typical 
procedure in classification problems but this was not necessary.  

The scenarios were chosen to cover all possibilities: Data with patient profile, diagnostics and medical drugs (S1), 
Data with patient profile and diagnostics (S2), Data with patient profile and medical drugs (S3) and Data with 
diagnostics and medical drugs (S4). Therefore, 28 models (4 Scenarios × 7 Techniques) were induced to obtain 
results, presents in next subchapter.  

4.5. Evaluation 

The developed models are evaluated to understand if they meet the defined organizational objectives, enabling a 
global analysis of this research with a review of the entire process and determination of future steps. Metrics are 
used to understand which algorithm has the best results.  

Thus, considering all the initial context of the project, knowledge acquired with related work and data available 
for this study, the following values were defined for the metrics Area under the ROC Curve (AUC), Accuracy (AC), 
Precision (PR) and Sensitivity (SE):  

• AUC and AC ≥ 75% 
• PR and SE ≥ 70% 

5. Results and Discussion 

The best result obtained by the algorithm and its respective scenario are shown for the target under study. The 
table below presents the best results obtained for each scenario.  

Table 2 – Evaluation for Diabetes outcome 

Model Metric S1 S2 S3 S4 

DT AUC 0.7397 0.6997 0.5455 0.7231 

AC 0.6918 0.6364 0.5455 0.6364 

PR 0.7000 0.6067 0.5333 0.6364 

SE 0.7091 0.8182 0.7273 0.6364 

GBM AUC 0.5744 0.6457 0.6777 0.4980 
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AC 0.5909 0.5545 0.5909 0.5000 

PR 0.6000 0.5444 0.6000 0.4545 

SE 0.5455 0.3636 0.5455 0.4545 

NB AUC 0.6033 0.5455 0.8347 0.7479 

AC 0.5909 0.5000 0.8182 0.6364 

PR 0.5833 0.5000 0.8889 0.6154 

SE 0.6364 0.5454 0.7273 0.7273 

NN AUC 0.6694 0.6612 0.7521 0.5289 

AC 0.5909 0.5909 0.7727 0.5909 

PR 0.5625 0.6250 0.7500 0.5833 

SE 0.8182 0.4545 0.8182 0.6364 

RF AUC 0.7355 0.6612 0.7190 0.7810 

AC 0.6364 0.5909 0.6364 0.6818 

PR 0.6667 0.6000 0.6667 0.7500 

SE 0.5455 0.5455 0.5455 0.5455 

SVM AUC 0.7190 0.6529 0.7538 0.6116 

AC 0.6364 0.6364 0.7727 0.6818 

PR 0.6364 0.7143 0.8000 0.8333 

SE 0.6364 0.4545 0.7273 0.4545 

LR AUC 0.6612 0.6198 0.7603 0.5289 

AC 0.5455 0.5000 0.8182 0.5909 

PR 0.5333 0.5000 0.8182 0.5833 

SE 0.7273 0.3636 0.8182 0.6364 

 
For each model, the evaluation values are shown. For instance, AC is the measure of the closeness to a specific 

value and AUC is the measure across all the possible thresholds. The PR and SE measures allow you to evaluate the 
relevance of the results obtained. PR is the ratio between the True Positives and all the Positives and SE evaluate the 
True Positive Rate [12]. It is evident that S3, which uses data about patient profile and associated medical drugs 
produces the best predictive results. NB, NN, SVM and LR are the most successful models, accomplishing all the 
evaluation parameters. 

6. Conclusions 

This research highlights the ability to predict a diabetic patient using ML techniques with clinical data, presenting 
the entire process of obtaining predictive results. 

The results have a distinction of 4 models, according to the metrics used. Given the existing data, the 
implementation of these techniques and the results obtained exceeded expectations. Furthermore, it is clear how 
important data is in the process of predicting a diabetic patient, describing the patient's profile and his medication. 

In terms of future work, we have defined the limitation of techniques to be used in those that had obtained the 
best results. At the same time, it is crucial obtain more data to improve the predictive ability of the implemented 
algorithms. 
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