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Abstract—The Digital Twin approach has increased
in interest in recent years. Without well defined speci-
fications, it is common for different researchers to use
different approaches. Digital Twin concept emerged to
support Industry 4.0, so it is of utmost importance to
specify a best methodology, and tools, for its implemen-
tation for industrial use cases. This work proposes a
Digital Twin architecture that follows manufacturing-
centric standards of an industrial prototype testing sta-
tion, for a new car infotainment system. Testing is per-
formed by low-cost Software-Defined Radio equipment
that aims to replace expensive metrological equipment.
Moreover, an environment sensing device is also used
to monitor the physical environment around prototype.
We present the development of a solution that allows
manage hardware processing, real-time monitoring of
machine states in the virtual environment, and con-
trol of the overall system through a logical sequence
supported by its Digital Twin. With the implementation
of a standard like 1S023247, helps in the identified
problem of having various Digital Twins and improves
an interaction with test equipment. All steps made for
the development of our architecture approach, as well
as some results, are shown and explained for our use
case.

Index Terms—Digital Twin, Manufacturing, Big Data,
Virtualisation, Simulation, Monitoring

I. Introduction

The Digital Twin (DTw) concept was firstly present
in 2003 by Michael Grieves [1] [2] [3] [4]. Similar ideas
already had been proposed to the industry previously
under different conceptual names. Since it emerged,
demand for information technology supporting devel-
opment, maintenance (virtual system), and manufac-
turing (physical system) has exploded. Primarily been
developed in aeronautical fields and more recently
becoming a research focus at manufacturing industry.

The emergence of DTws occurs due to the complexity
of systems that answer the increased manufacturing
of customised products. The concept is an answer to

the need to connect already emerged technologies in
Industry 4.0 (I4.0), such as Cyber-Physical Systems
(CPS), or Internet of Things (IoT), that has enabled
the adaptability and flexibility [5]. Nonetheless, this
complex network leads to induced disturbances in
production and increased costs. To avoid this, it is
necessary to promote the interaction between different
physical systems, or parts, by creating digital models of
physical systems, in a manner that promotes a support
for decision making.

The study of new approaches to this concept is
increasing due to divergent opinions or related works
that are mainly focused on particular use case appli-
cations. Several tools/platforms/frameworks are avail-
able, originating different approaches for DTw develop-
ment. Some of these tools focus in 3D modelling, simu-
lation, and predictive algorithms. To achieve DTw stan-
dardisation in manufacturing, ISO23247 [6] presents a
framework that defines a setup for building DTws in
a multi-dimensional/layer model. This article proposes
the implementation of a ISO23247 DTw model in a
industrial testing station, by establishing the commu-
nication between the different layers, link the physical
and the digital, and giving a system management to
the digital world. This standardisation implementation
supports the manufacturing industry implementation of
Digital Twins, by being adaptable to different applica-
tion purposes. The implementation of DTws allows for
improved testing procedures and monitoring capabili-
ties, thus improving competitiveness, reducing testing
time, resources and costs. The main contributions of
the paper are as follows:

e 1SO23247 DTw technological implementation
methodology;

o DTw based industrial radio frequency (RF) testing
procedure.

The rest of this paper is organised as follows. Sec-



tion 2 presents an overview of the DTw state-of-the-
art methodologies, enabling technologies and tools is
presented. The technological DTw implementation is
described in section 3. Experiments are described in
section 4, with their corresponding results. The discus-
sion is presented in section 5. In section 6, this paper
is concluded.

II. Related Work

For Qi et al., DTws are composed with three default
parts: physical entity, virtual entity, and connections
between them [7]. Other researchers, such as Zheng
[8], defend that the constitution parts of a DTw are
five: physical entity, virtual entity, data, services, and
connections between. Several divergences exists re-
garding what a DTw should focus on, or in what give
more relevance. Some believe that it should focus on
modelling and simulation optimisation, while others
believe that it should focus on the interconnection of
the DTws multiple modules. Moreover, for Singh et al.,
a DTw does not exist until it has a physical entity, and
it is the continuous connection between physical and
virtual entities that makes the difference from conven-
tional systems [9]. Attending the state-of-the-art for this
radio testing station, related works [10] [11] shows the
relevance of the application of DTws on verification,
validation and testing systems in manufacturing.

A. Data Communication

Many of the DTws found in the literature are focused
on specific phases of an entire product process and
work with a huge amount of information from pre-
vious processes, whereas 14.0 profits from the huge
amount of data that automated systems provide [12].
To Sullivan and is colleagues, without well defined
and synchronised data (that completely describes the
physical entity) a DTw can not be built, thus data and
communication specifications should be the first and
more important phase of the building stages of any
DTw [13]. Apache Kafka [14] provides a good solution
because it is highly customised and scalable. They also
promote the idea of a broker that interprets different
protocols of communication such as Message Queu-
ing Telemetry Transport (MQTT), Sockets, and Repre-
sentational State Transfer (REST) [15]. In a PubSub
messaging middleware, a single instance can publish
data to multiple topics, and there can also be multiple
DTw instances publishing data to a common topic [16].
Being the communication protocols a crucial enabler
for DTws, a wide variety of standards are available.
Moverover, the Open Platform Communication - Uni-
fied Architecture (OPC-UA) is a standard machine-to-
machine communication protocol for industrial appli-
cations [17]. For the data transfer structuring, Vogt et

al. [18] proposed known types of data structure and
communication protocols that can be used, such as
MQTT brokers with JavaScript Object Notation (JSON)
files or OPC-UA with Xtensible Markup Language files
for automated parsing.

B. DTw Framework

Quamsane et al. [16] proposed a unified DTw plat-
form that operates within a Software-Defined Control
(SDC) framework, based on Tecnomatix from Siemens,
for flexible control reconfiguration of smart manufac-
turing systems. Moreover, the DTw has a pool that
hosts instances of different classes of DTws intercon-
nected via a publisher-subscriber infrastructure. The
DTw platform uses historical and real-time data to
provide a SDC controller with a centralised overview,
thus allowing for prediction and detection of anomalies,
monitoring equipment health, or production, in real-
time. Other approaches make use of different soft-
wares of the shelf, integrated with each other to reach
DTw functionalities. Zubiaga et al. [19] presented an
application, where Tecnomatix and Unity were tested
along with other tools (e.g. TTA (PLCSIM)+Tecnomatic,
Unity+ABB Robot Studio). In the Xu et al. [20] work, is
integrated Pro-E, Unity and MATLAB. Inside the virtual
reality scope [21], the aggregation with Unity allows
to create DTw-based virtual factories for collaborative
and coordinated virtual reality (VR) training scenar-
ios. Moreover, FlexSim adds simulation capabilities on
top of a 3D environment. With a higher standard for
industrialisation, Eclipse Ditto presents greater DTw
solutions [22] [23] [24]. Romeo et al. [22], made use of
Ditto for the creation of DTws. Moreover, Ditto allows
storage of the current state of physical devices, in
case of sudden loss of connection. Kamath et al. [23],
was capable of mirroring physical assets or devices,
providing aspects and services between the different
devices, and features. Alternatively Sousa et al. [25]
presents an architecture for management of complex
systems, such as manufacturing, healthcare, automo-
biles, and aeroplanes. This architecture of a real-time
system uses a Solace broker where data is published
(i.e. sensors, databases, etc.) and then connects to
Apache Kafka, or directly to Apache Spark software
data stream inputs. The processed data appears in
Tableau or in the Power BI platform, where it can be
analysed and visualised.

III. Implementation

This work proposes the implementation of a DTw in
a test station (shown in Figure 1 b)), which performs
industrial validation of car radios (i.e. Devices Under
Test [DUT]). Thus, it is required to establish compati-
bility with the physical system requirements.



A. Functional Specifications

The testing station main goal is inject RF signals (e.g.
Frequency Modulation [FM]), sent by Software-Defined
Radio (SDR), into the DUTs in an automated procedure
that quantifies the quality of a device. To inject RF
signals in the DUTs, an SDR was used (i.e. LimeSDR
usb [26]), which is controlled by a Raspberry Pi 4
[27] (Figure 1 a)), the station interprets the feedback
from the DUTs according to the test performed and
validates, or not, the DUT by presenting a test result.
Moreover, DUTs are automatically tested in a physical
station, which reads a Quick Response (QR) code of the
respective DUT when it enters the station. The station
proceeds, through a robotic system, to place the DUT
in a free testing-cell to start its DUT test. When the
test sequence ends, the robotic system move the DUT
from a testing-cell, to the initial position, signals that
the test is over. Additionally, the test station provides a
virtual environment (Figure 1 c¢)) in which it is possible
to monitor that complete sequence (Figure 1 b)). This
virtualisation was implemented in Unity software [28].

JSON

XDK.json

System for sending shgnals for testing DTS

i
JSON

Station.json

Fig. 1. (a) System to send RF signals for testing DUTs at the
station. (b) Physical testing station. (c) Virtualisation of the physical
station with information about surrounding environment captured
from sensors in real-time.

To monitor this environment surrounding the phys-
ical station, an additional XDK110 [29] device, that
includes sensors such as temperature, humidity, at-
mospheric pressure, accelerometer, noise and magne-
tometer, incorporates and ensures the ideal conditions
for testing. All this information is presented in real-time
in a developed virtualisation of the system (Figure 1 c)),
thus allowing to control the conditions surrounding the
station.

B. Technological Specifications

The testing station is comprised by critical testing
components, which guarantee the functional specifi-
cations, such as LimeSDR, XDK110 and Virtualisation
Model. Moreover, these require compatibility with the
DTw proposal, thus we implement an individual inter-
face to each component.

1) LimeSDR: To perform RF tests in the DUTs, a
SDR device was used together with a Raspberry Pi 4.
LimeSDR usb implementation is based on GnuRadio
[30] software, converted into a Python script, which
aimed only at generating FM signals to test DUTs in
this physical station. Intrinsically, LimeSDR requires
four parameters: (FREQAUD) modulated signal fre-
quency in Hz; (FREQ) carrier frequency in Hz; (POW)
power signal gain; and (OUTPUT) to enable/disable the
test (i.e. ["ON","OFF"]). Moreover, a generated signal is
shown in Figure 2, where (AMPAUD) signal amplitude
is an intrinsic gain from the GnuRadio parameters in
the LimeSDR device.

Signal FM - LimeSDR

Fig. 2. RF signal generated with a LimeSDR, during a testing
procedure, using FREQAUD=1kHz, FREQ=98.1MHz, POW=80dBuV

To guarantee his communication compatibility with
the DTw, a JSON format [18] message was used to-
gether with a Solace based publishing topic [25]. An
example of the SDR.json structure is:

{
"thingId": "IoT:SDR",
"policyId": "DTw:policy",
"definition": "LimeSDR:IoT:DTw",
"attributes": {
"manufacturer": "Lime Microsystems",
"model": "LimeSDR usb"
Y
"features": {
"SDR": {
"properties": {
"Status": "Transmitting",
"Function": "FM",
"OUTPUT": "ON",
"FREQ": 98100000,
"FREQAUD": 1000,
"POW": 80,
"AMPAUD": 3
}
}
}
}

2) XDK110: To demonstrate the ease of integration
of IoT devices in a DTws-based paradigm, a XDK110



[29] equipment device, developed by Bosch, was cho-
sen. This IoT device was used to monitor environmental
variables through XDK.json structure. For the applica-
tion, this equipment collects multiple sensor features,
such as pressure (ePvalue), temperature (eTvalue), hu-
midity (eHvalue), and light sensor (eLvalue), while con-
stantly publishing its information in real-time through
the MQTT protocol [18], guaranteeing compatibility
with a DTw interface (i.e one must subscribe to the
topic to gather information).

3) Test Station Automation System: As it was de-
scribed, the test station performs RF tests in DUTs.
These tests are performed in an automated and opti-
mised way, through a set of trays (i.e. defined by POSX),
each comprised by two testing slots (i.e. Slot A and B).
Moreover, each slot has a process status and a DUT Id
described in TestingStation.json structure. In the same
way as the XDK110, a token is used to publish, JSON
structured messages, real-time information through
MQTT protocol.

4) Virtualisation Model: The physical virtualisation
model requires a constant feed of information from the
different test station devices. Thus, JSON structures
data, containing the physical system real-time informa-
tion, are feed through different communication topics,
allowing Unity to access and update its information,
thus rendering real-time animations of various physical
motions and events that arise on the real test station.
The stations virtualisation system subscribes to these
topics where various devices JSON information is pub-
lished, namely LimeSDR, XDK110 and the test station
automation system. The virtual environment mirrors
the physical world through three JSON structure.

C. Digital Twin architecture

This paper proposes a DTw approach for an in-
dustrial DUT test station, described above. The goal
of creating a DTw is to bring to the digital world
the physical one, in a secure way. Accessed with lo-
gin credentials, this way, and we can guarantee the
handling of the physical world remotely. Additionally,
the intrinsic characteristics of a DTw are simulation,
prediction, monitoring, and virtualisation in real-time.
Figure 3 shows the main intrinsic characteristics to a
DTw. From them, our case study derives:

+ Physical Entities: XDK110 [29], Raspberry Pi
4 [27] with LimeSDR [26], and the test station
automation system;

¢ Virtual Models: Unity 3D [28] based virtualisa-
tion of test station;

o Data: MongoDB [31] database, with JSON format
messages for communication;

o Services: Email and SMS alerts to maintenance
teams;

« Connections: Solace broker [32] (with MQTT and
WebSockets protocols).

Connection between
services and data

Physical
Entities

Connection between physical
entities and virtual models

Models

Fig. 3. Basic architecture of a Digital Twin, main constituent parts.

Our proposal of DTw, aggregates all the derived
characteristics of the test station, based on 1S023247
standard, (as shown in Figure 4). This standard was de-
signed to be flexible and adaptable to the intended case
study, so in our case, we followed this entire standard
layers, except for the station virtualisation module,
presented in Unity, which was directly connected to
the Data Collection communication layer (i.e. Solace).
The Cross-System Entity block is transversal to all the
layers of our DTw, and it is from here that the user
validates access to any state through his credentials.
By following this approach, is promoted a better overall
linkage of different DTws, supported by a framework
that guides us in a global overview of a complex system.
Easy to manage and to define, supports the flow of data
through the different layers.

Both the physical layer, physical entities (i.e. test
station, XDK110 and LimeSDR usb together with Rasp-
berry Pi 4) represented in the bellow block of Figure
4 (i.e. Observable Manufacturing Elements), and the
communication layer (i.e. Data Collection and Device
Control Entity) are connected through MQTT protocol.
The station virtualisation layer (i.e. Unity) is connected
to the Data Collection and Device Control Entity com-
munication layer, through WebSocket protocol. This
is a standard protocol accepted by both Unity and
Solace, which allows interpretation compatibility with
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Fig. 4. Digital Twin proposal for our case study based on the
1S023247.

the MQTT protocol. The Core Entity layer, which has
the functionality to manage DTws, that is, our physical
devices (i.e. test station, XDK110 and LimeSDR usb
together with Raspberry Pi 4) is managed by Python
scripts (one for each physical device) that stream data
from the physical devices and update the respective
information, in real-time, to the respective JSON file.
Moreover, that transmit the information between the
different modules of the system. In terms of user
services (User Entity layer), email alerts and messages
(i.e. Gmail and Telegram) were used to send alerts
to maintenance teams when necessary. All the infor-
mation is stored in a database (i.e. MongoDB) which
resides in the Cross-System Entity Layer, which can be
used for other possible DTw modules such as prediction
and simulation. The red arrows refer to DTw modules
(i.e. simulation, statistical, Artificial Intelligence) that
we intend to implement in a future application. All the
information that runs through our DTw approach is
formatted and structured in JSON format whenever any
change occurs in the physical devices.

IV. Experiment

To prove the functionality of our DTw approach, and
after implementing the architecture shown in Figure 5,
we proceeded to test a DUT from start to finish in the
physical station.

The whole process will be detailed in the points
below:

1) When a DUT is placed in insertion/removal posi-
tion at physical station, a sensor detects a DUT,
activating a QR code reading camera, while trig-
gering the update of the physical station status
variable on his DTw.

2) The DTw at physical station checks which position
of the station is free to receive a DUT, where it
can be tested, and updates this variable instruct-
ing physical station to move the DUT to that free
position.
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Fig. 5. Digital Twin proposal for our case study architecture.

3) Once the DUT has been placed in its test location,
station informs Core Entity layer of the presence
of a DUT. The Core Entity accesses testing config-
urations and sends desired parameters for those
tests, to the LimeSDR system, where it injects
that desired RF signals into DUT.

4) When that DUT has completed its test it in-
forms the test station DTw that tests has been
completed and that it should be removed from
the stations test position. The DTw instructs the
physical station to remove that DUT.

5) That DUT returns to initial position (i.e. inser-
tion/removal), at which time an alert is issued
with test results (i.e. positive or negative).

6) Additionally the XDK110 systems constituent sen-
sors provides DTw with real-time information on
the stations ambient conditions. This entire pro-
cess takes place continuously in parallel to other
processes that happens in the physical station.

The experiment described above is represented

graphically in Figure 6. Whenever any event occurs as
described in the previous points, these are updated or
saved in a database.
Figure 7 shows the interaction between DTW and the
LimeSDR testing system.

Finally, a laboratory testing procedure is presented
in Figure 8. There it is possible to observe the injected
signals from LimeSDR to a DUT.

V. Discussion

This paper proposes the use of DTw for an applica-
tion in an industrial test station according to ISO23247
(show in Figure 4). For this purpose, a prototype was
developed that aimed to control and monitor an entire
testing process of a DUT before it is placed on the
market (show as in Figure 1). With the system and
architecture presented in this article, it is possible to
control a transmission of RF signals into DUTSs, during
an automated testing process.
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The communication and interaction between differ-
ent parts of our DTw (i.e. Services, Physical Entities,
Virtual Models, Data and inherent connections), hap-
pens in real-time and remotely (see Figure 7 and 8).
This MQTT protocol was selected as it is one of the
most widely used in industry to connect IoT devices.
The communication server chosen to establish commu-
nication between layers was Solace, do to it compati-
bility with various communication protocols, including
MQTT. This is a standard protocol accepted by both
Unity and Solace, which allows interpretation compat-
ibility with the MQTT. Additionally, virtualisation, moni-

Fig. 8. Laboratory demonstration of testing procedure.

toring and remote control capabilities are added to this
test station, through DTws, together with an automated
testing procedure. Moreover, allowing to test several
devices simultaneously, even in different tests, though
resource sharing, thus allowing a reduction in costs,
space and human intervention. We can communicate
and manage an entire testing process of a DUT in
5ms, which means that we can produce a signal from



the SDR in less than 5ms, which guarantees real-time
requirements (as show in Figure 7).

The virtual model made in Unity software that sub-
scribes directly to the broker, updates is status and an-
imate the interface with an user, providing a real-time
animation showing movements and other variables that
was pretended to visualise.

The time between failures is incremented due this
constant monitoring, and it reduces the number of
DUTs that are failed in tests that are made. That
reduction of failures makes that manual processes that
are necessary to make extra tests to verify why DUT
fails on tests. The control of this station also eliminates
extra need of metrological hardware/software to verify
the correct functioning of that testing station metrolog-
ical systems, by making that with his proper systems.

The IS023247 framework enables enormous versatil-
ity in building DTws, by giving the possibility to provide
personal and dedicated applications. In our case that
was verified through a direct connection of the virtual-
isation module to the communication layer, and having
absence of other inherent modules of the DTws. The
implementation of this standard framework is needed
in future approaches, where all DTws could be at the
cloud and available everywhere to everyone that have
access credentials to that. Some of the modules of a
DTw construction are not well defined in this imple-
mentation, but it was pretended to follow the presented
setup, in order to attend to some requirements pro-
posed to this proposed prototype construction. This use
case implementation proves that 1ISO23247 shows that
in fact, the standard framework could be implemented
different applications due to its versatility.

VI. Conclusions

Regarding the beginning of this work it was proposed
a DTw based on the ISO23247 attending to the needs
of a testing station system, and it was been achieved
through the digitisation and real-time control of the
physical system. A DTw can be seen has a manager
that know all about everything that occurs in the real
world, and take some steps to address future problems,
by using already known technologies (IoT, CPS, VR,
...), and creating a linkage between several modules
or layers. In this approach, the use case was focused
on the linkage of several devices or things to a virtual
monitoring environment, and the removal processing
weight from the testing station hardware, into soft-
ware. The monitoring of this station environment that
was on focus, allows to probe the concept of a real-time
monitoring system, in a visual model.

On the other hand, with this testing concept, it
was possible to increase time between failures due

to the reduction in the number of manual processes,
and to reduce costs and complexity of the test station
with regard to his need for equipment, through the
sharing of resources to make tests such as: measuring
instruments and signal generators. This new station
concept, promoted the development of DTws that allow
the implementation of monitoring, control and self-
diagnosis functions of a testing station system.

Finally, this new test approaches developed and im-
plemented within the scope of this project were all
integrated into the same concept which ends up with
a new test station based on a station concept, with
the digital pairs of various elements captured by their
respective DTws, whose equipment for generating RF
signals is made through the use of low-cost SDRs. Lead-
ing us to improve a DTw architecture with free tools
that follows the DTw framework 1SO23247 like in the
case of Eclipse Ditto. This makes an open framework
that can be applied in generic use cases.
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